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|. Introduction

The OSCAR cluster ingtallation HowTo is provided as an installation guide to users, aswell asa
detailed explanation of what is happening as you install. This document does not describe what OSCAR
is however. For an overview of OSCAR and the intentions behind it seetheoscar _i nt r oducti on
document located in the docs subdirectory. A list of software and hardware requirements for OSCAR can
befound in the oscar _r equi r enment s document aswell. In addition, thereisno “ Quick Start” guide for
OSCAR. Due to the complicated nature of putting together a high-performance cluster, it is strongly
suggested that you read this document straight through, without skipping any sections, asit has been
organized to give a thorough understanding to users of all experience levels. Novice users will be
comforted to know that anyone who has installed and used Linux can successfully navigate through the
OSCAR cluster ingtall. Although experienced cluster users & administrators may be tempted to skip
ahead, they will only end up coming back to the earlier sections to answer their many questions.

Let's start with afew basic terms and concepts, so that everyone is starting out on the same level.
The most important is the term cluster, which when mentioned herein refersto a group of individual
computers bundled together using hardware and software in order to make them work asa single
machine. Each individual machine of a cluster isreferred to as a node. Within the OSCAR cluster to be
ingtalled, there are two types of nodes, server and client. A server nodeisresponsible for servicing the
requests of client nodes. A client node is dedicated to computation. The OSCAR cluster to beinstalled
will consist of one server node and a number of client nodes, where all the client nodes have
homogeneous hardware. The software contained within OSCAR does support doing multiple cluster
installs from the same server, but no documentation is provided on how to do so.

The rest of this document is organized as follows. First, an overview is given for the installation
software used in OSCAR, known as LUI. Second, an outline is given of the entire cluster install
procedure, so that users have a general understanding of what they will be doing. Next, the cluster
installation procedureis presented in much detail. The level of detail lies somewhere between “the ingtal
will now update somefiles’ and “the install will now replace the string ‘xyz' with ‘abc’ in file
some file.” The reasoning behind providing thisleved of detail isto allow usersto fully understand what
it takes to put together a cluster, aswell asto allow them to help troubleshoot any problems, should some
arise. Last, but certainly not least, are the appendices. Appendix A covers the topic of network booting
client nodes, which is so important that it deserved its own section. Appendix B givesinstructions for
creating initial ramdisks. Appendix C provides curious users an overview of what really happens during a
client ingtall. Finally, Appendix D tackles troubleshooting, providing fixes to known problems and where
to find help for unknown problems.

I1. Overview of LUI

Thefirst question you may haveiswhat is LUI. The Linux Utility for cluster Ingtall (LUI), isa
cluster installation tool from the open-source section of IBM. The main reason LUI was chosen asthe
installation mechanism was that it does not require that client nodes already have Linux installed. Nor
doesit require adisk image of a client node, which isthe case for other installation techniques. LUI also
has many other distinguishing features that make it the mechanism of choice. The most highly used
quality of LUI in the OSCAR install isthe cluster information database that it maintains. The database
contains all the information on each node needed to both install and configure the cluster. A second
desirable quality isthat LUI makes use of the Red Hat Package Manager (RPM) standard for software
installation, which smplifies software installation tremendously. Another quality, which up to this point
has not been taken advantage of in OSCAR, is the heterogeneous nature of LUI, allowing clientsto
contain not only heterogeneous hardware, but heterogeneous software as well. An obvious application of
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the future use of this quality isin the installation of heterogeneous clusters, alowing certain clientsto be
used for specialized purposes.

In order to understand some of the steps in the upcoming install, you will need knowledge of the
main concepts used within LUI. Thefirst concept isthat of a machine object. In LUI, a machine object is
defined for each of your cluster nodes. There are two types of machine objects, server and client,
corresponding to the two cluster node types. The server machine is responsible for creating the cluster
information database and for servicing client installation requests. There are four pieces of information
that are kept for the server machine: name, 1P address and corresponding netmask, and the default client
reboot behavior. Note that the IP and netmask are for the internal cluster subnet, not the server machine's
external network. The client machines are the ones to be ingtalled. In addition to the information that is
kept for the server, the following information is kept for each client: long hostname, MAC address,
default route, default gateway, number of processors, and a PBS string. Each of these pieces of
information will be discussed further as part of the detailed install procedure. The second concept is that
of aresource abject. Resource objects are used to characterize the essential things that define a client
machine, and are the key component to support for heterogeneous machinesin LUI. There are several
types of resource objects, including disk, file, kernel, map, postinstall, ramdisk, rpm, source, and exit. A
description of each type follows:

disk —adisk table used for partitioning the client hard drive and specifying network mounted file systems
file—afile system, such as/ hone or / usr

kernel —acustom kernel

map — a system map file to be used with a custom kernel

postinstall —a user script to run after the client isinstalled but before it is rebooted from local disk
ramdisk —an initial ramdisk, used for configuring special hardware not supported by the kernel at boot
rpm —alist of RPMsto install on the client

sour ce — afileto be copied from the server to the client after installing the RPMs

exit —auser exit script that isrun on thefirst boot after client ingtallation

By allocating these resources to client machines, LUI enables custom clients to be built. Within LUI,
thereis also the ability to create groups of clients and groups of resources. With such afacility, you are
able to assign a group of resourcesto a group of clientsin one swift action. For a homogenous cluster
such asthe OSCAR cluster to be installed, thisis avery useful mechanism.

For additional information on the conceptsin LUI and how to useit, you should refer to the html
documentation installed with LUI during the OSCAR ingtall. In addition, you can visit the LUl web site at
http://oss.software.ibm.com/lui for recent updates.

I11. Outline of Cluster Installation Procedure

Notice: You do not perform many of the stepsin this outline, as they are automated by the ingtall. 1t will
be clear in the detailed procedure what exactly you are expected to do.

A. Server Ingtallation & Configuration
1. ingall Linux on server machine
2. get OSCAR distribution
3. configure ethernet adapter for cluster
4. create needed directories
B. Initial OSCAR Server Configuration
1. creates OSCAR directories
2. ingtals necessary software
- LUl
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- Services
a) Network File System (NFS)
b) Dynamic Host Configuration Protocol (DHCP)
c) Trivial File Transfer Protocal (tftp-hpa)
- Sydinux (for network booting using PXE)
- Etherboot (for network booting using floppies)
3. updates some system files
4. updates system startup scripts
C. Cluster Définition
1. define server
2. collect client MAC addresses
3. defineclients
4. defineresources
5. allocate resources to clients
D. Secondary OSCAR Server Configuration
1. usescluster information database to update DHCP configuration
2. ingals ORNL's Cluster Command & Contral (C3) tools
3. ingalsVA's Systemlmager
E. Client Ingtallations
1. network boot clientsto start install
2. check log for completion status
3. reboot each client when finished ingtalling
F. Clugter Configuration
updates hosts files on server & clients
configures user rsh capabilities
configures ssh on server & clients
installs & configures the Message Passing Interface (MPI-CH) from Argonne National
Laboratory
installs & configuresthe Paralle Virtual Machine (PVM) from Oak Ridge National
Laboratory
updates clients C3 configuration
installs Veridian's Portable Batch System (PBS)
updates clients PBS configuration
synchronizes clients date & time with server

rPODPE

o

© 0N o

1V. Detailed Cluster Installation Procedure

INote: All actions specified herein should be performed by the root user |

A. Server Ingtallation & Configuration
During this phase, you will prepare the machine to be used as the server for usng OSCAR.

1. Ingtall Linux on the server machine. If you have a machine you want to use that already
has Linux installed, you may use it and continue with step two. When ingtalling Linux, it is
required that you use a distribution that is based upon the RPM standard. Furthermore, it
should be noted that all testing up to this point has been done using the Red Hat 6.2
distribution. As such, use of distributions other than Red Hat 6.2 will require a porting of
OSCAR, as many of the scripts and software within OSCAR are dependent on Red Hat. Do
not worry about doing a custom install, as OSCAR contains all the software on which it
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depends. The only other installation requirement is that some X environment such as
GNOME or KDE must be installed. Therefore, a typical workstation install is sufficient.

2. Get a copy of OSCAR and unpack on the server. If you are reading this, you probably
already have a copy. If not, go to http://www.csm.ornl.gov/oscar and download the latest
OSCAR tarball, which will be named something likeoscar - ver si on. t gz. The version
used in theseinstructionsis 1.0, which you should replace with the version you download in
any of the sample commands. Copy the OSCAR tarball to a directory such as/ mt or / t np
on your server. Thereisno required ingtallation directory, except that you may not use
{usr/l ocal / oscar , which isreserved for special use. Do not unpack the tarball on a
Windows based machine and copy the directories over to the server, asthiswill convert al
the scripts to the dreaded ‘ DOS' format and will render them usaless under Linux. Assuming
you placed the OSCAR tarball in/ rmt , open a command terminal and issue the following
commands to unpack OSCAR:

cd / mt
tar —zxvf oscar-1.0.tgz

Theresult isthe creation of an OSCAR directory structure that islaid out as follows:
(again assuming/ nmt )

/mnt/OSCAR-1.0/ - the base OSCAR directory
/mnt/OSCAR-1.0/c3/ - contains filesfor C3 installation
/mnt/OSCAR-1.0/benchmarks - contains the OSCAR Benchmarks
/mnt/OSCAR-1.0/docs/ - OSCAR documentation directory
/mnt/OSCAR-1.0/install_cluster - main ingtallation script
/mnt/OSCAR-1.0/lui/ - contains files for LUI installation
/mnt/OSCAR-1.0/oscar Resour ces/ - contains sample OSCAR resources
/mnt/OSCAR-1.0/oscar RPM/ - contains RPMs for software installed
/mnt/OSCAR-1.0/pbs/ - contains files for PBS installation
/mnt/OSCAR-1.0/prog_env/ - containsfilesfor MPI & PVM ingtallations
/mnt/OSCAR-1.0/README first - README first document
/mnt/OSCAR-1.0/scripty - contains scripts that do most of the work
/mnt/OSCAR-1.0/testing/ - contains OSCAR Cluster Test software

3. Configurethe ethernet adapter for the cluster. Assuming you want your server to be
connected to both an external network and the internal cluster subnet, you will need to have
two ethernet adaptersinstalled in the server. It is preferred that you do this because exposing
your cluster may be a security risk, and certain software used in OSCAR such as DHCP may
conflict with your external network. Once both adapters have been physically installed and
you have booted Linux into an X environment, open aterminal and enter the command:

net conf &

The network configuration utility will be started, which you will use to configure your
network adapters.

PresstheBasi ¢ Host | nf ormati on button to bring up the server’s current network
configuration. At this point, the server’ s hostname should have been filled in by the standard
Linux installation. Additionally, the network information for your external ethernet adapter
will have been completed, which can be verified by clicking on the Adapt er tabs. Next, find
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the tab for the newly added adapter, on which the Net devi ce and Ker nel nodul e fields
should already befilled in as a result of the Linux hardware detection facilities. If no such tab
exists, go to thefirst Adapt er tab that contains no information. Enter the following required
information for your server: internal hosthame and domain inthePri mary nane +

donmi n field, aprivate |P address' and corresponding netmask®. If not already completed,
select the appropriate device in the Net  devi ce field. If your external adapter is configured
on device ‘et h0’, then you should most likely select ‘et h1’ as the device, assuming you
have no other adaptersinstalled. Y ou must also specify the Ker nel nodul e for theinterna
ethernet adapter. If theinternal adapter isthe same type as the external one, use the module
specified on that adapter’ stab. Pressthe Accept button at the bottom to complete the
change, pressQui t on themain screen, and sdlect Act i vat e t he changes when
prompted.

Now reboot your machine to ensure that all the changes are propagated to the appropriate
configuration files. To confirm that all ethernet adapters are in the UP state, once the machine
has rebooted, open another terminal window and enter the following command:

/sbin/ifconfig —a

Y ou should see UP as the first word on the third line of output for each adapter. If not, there
isa problem that you need to resolve before continuing. Typically, the problem is that the
wrong module is specified for the given device. Try using the network configuration utility
again to resolve the problem.

4. Create some necessary directories. You need to createthe/ t f t pboot and
/tftpboot/rpmdirectoriesif they don’t already exist. These directorieswill hold all the
information needed for LUI to install the client nodes. As a result, the directories need to be
placed on a partition that will have sufficient free space. A good estimate to the amount of
space required is 650MB for the RPMs plus 5SMB for each client. You can check the amount
of free space on your drive's partitions by issuing the command df —h inaterminal. The
result for each file system islocated below the Avai | heading. If your root (/) partition has
enough free space, enter the following commandsin aterminal:

nkdir /tftpboot
nkdir /tftpboot/rpm

If your root partition does not have enough free space, create the directories on a different
partition that does have enough free space and create links to them from the root (/)
directory. For example, if the partition containing / usr contains enough space, you could do
so by using the following commands:

nmkdir /usr/tftpboot
nkdir /usr/tftpboot/rpm
In —s /usr/tftpboot /tftpboot

! There are three private | P address ranges: 10.0.0.0 to 10.255.255.255; 172.16.0.0 to 172.31.255.255; and
192.168.0.0 to 192.168.255.255. Additional information on private internetsis available in RFC 1918.
2 The netmask 255.255.255.0 should be sufficient for all OSCAR dlusters.
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5. Copy distribution RPMsto /tftpboot/rpm. In this step, you need to copy the RPMs
included with your distribution intothe/ t f t pboot / r pmdirectory. Insert and mount the CD
for your Linux distribution using the following command:

nmount /dev/cdr om

Locate the directory that contains the RPMs. In Red Hat, the RPMs are located on the
digtribution CD in the RedHat / RPVS directory. After locating the RPMs, copy them into
/tftpboot/rpmwith acommand such as:

cp /mmt/cdrom RedHat/RPMS/ *.rpm /tftpboot/rpm
Y ou may now unmount and gect your distribution CD.
B. Initial OSCAR Server Configuration

During this phase, the software needed to run OSCAR will be installed on the server. In addition,
someinitial server configuration will be performed.

1. Changetothe OSCAR directory and run ‘install_cluster’. If the OSCAR directory was
placed in / t np for example, you would issue the following commands:

cd /tnmp/OSCAR 1.0
./linstall _cluster ethernet-device

In the above command, substitute the device name (e.g., eth0O) for your server’sinternal
ethernet adapter. Thei nstal | _cl ust er script will first run the part one server
configuration script, which does the following:

a) createsthe OSCAR directories/ usr/ | ocal / oscar, /usr/local/oscar/l ui,
& /usr/local/oscar/lui sources

b) ingtalls system services (NFS, DHCP, tftp-hpa)

¢) ingalssydinux (for network booting using PXE)

d) ingalsLUlin/usr/local/l ui

€) updates/ et c/ host s with OSCAR aliases

f) updates/ et c/ exports and restarts NFS

g) updates/etc/inetd.conf tousetftp-hpaand restartsthe INET daemon
h) updates system startup (/ etc/rc.d/init.d) scripts

If the part one script finishes successfully, i nst al | _cl ust er will then start the OSCAR
wizard. Thewizard, as shown in Figure 1, is provided to guide you through the rest of the
cluster installation. To use the wizard, you will complete a series of steps, with each step
being initiated by the pressing of a button on the wizard. Do not go on to the next step until
theinstructions say to do so, as there are times when you must complete an action outside of
the wizard before continuing on with the next step. For each step, thereisaso a Hel p button
located directly to the right of the step button. When pressed, the Hel p button displays a
message box describing the purpose of the step.
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Bl
Welcome to the OSCAR wizard!

Step 1: Define the Server Machine Help

Step 2: Collect Client MAC Addresses Help

Step 3: Define the Client Machines Help

Step 4: Define the Resources Help

Step a: Allocate the Resources Help

Step b: Prepare for Client Installs Help

Before continuing, netwsork hoot all of your nodes.
Once they have completed installation, reboot them from
the hard drive. Once all the machines and their ethemet

adaptors are up, move on to the next step.
Step 7: Complete Cluster Setup Help
Quit

Figure1: OSCAR Wizard

As each of the steps are performed, there is output generated that is displayed to the user.
Currently, there are two very annoying properties of these output windows. Thefirst is that
the output is not shown until each command has completed in full. As some commands take
minutes to complete, you may think that nothing is happening, when in fact the command is
still running. In the instructions to follow, a notice will be given for steps where the output
will not be displayed immediately. The second annoyance is that the standard output and
standard error streams are displayed digointedly, with the standard output being displayed
first followed by the standard error. This causes problemsin relating error messages to
actions, aswell as confuses users into thinking that some of the operations failed, since the
error stream is displayed last. Asaresult, you should ook through the output intently for
compl etion messages before assuming an operation has failed.

C. Cluster Definition
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During this phase, you will complete steps one through five of the OSCAR wizard in defining
your cluster.

1. Definethe server machine. Pressthe Step 1 button of the wizard entitled Def i ne t he
Server . In the dialog box that is displayed, enter a name for the LUI server machine. For
consistency purposes, you should use the same name as was used when configuring your
internal ethernet adapter. Next enter the internal server 1P address and cluster netmask. The
last piece of information you need to provide is the default reboot action for all clients
associated with the server after they have successfully completed their installation. You can
either have them automatically reboot by selecting ‘true’, or show a prompt by selecting
‘false.’ It isimportant to note that if you wish to use automatic reboot, you should make sure
the BIOS on each client is set to boot from the local hard drive before attempting a network
boot by default. If you have to change the boot order to do a network boot before a disk boot
to ingtall your client machines, you should not use automatic reboot. Press the Appl y button
when finished. A sample dialog with input and successful output is shown in Figure 2. Press
the d ose button to compl ete the step.

s==tl Define a Server Machine - 0 X

Hame: |envy

IP Address: 10.0.0.50

Metmask: Z00.255.250.0 |

Client reboot default; LT;S: | -':E-
|

Command Results:

tftp appears to he in working order, which is good.
nfsd appears to he in working crder on this system, which is good.
Aeftphoot directory already exists, which is good.

successfully created the machine object named enwvy

Apply Clear Close

Figure 2: Define the Server

2. Collect client MAC addresses. What you do at this time is dependent upon whether you
already know the MAC addresses of your clients or not. The MAC address of aclientisa
twelve hex-digit hardware address embedded in the client’s ethernet adapter. MAC addresses
look like 00:0A:CC:01:02:03, as opposed to the familiar format of 1P addresses.

a) If you do know the addresses, you should edit thefile/ et c/ MAC. i nf o using your
favorite editor. The format for the fileis oneline for each client, where each lineis of the

form:
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b)

Software v1.0

node-id MAC-address

Thenodeid is simply a symbolic tag used by different collection tools to refer to the
MAC address. Typically, onewould use anode id such as ‘node0’. Enter anode id and
MAC address for each of your clients. Be sure to write down the nodeid for the first
client you enter, which will be used later in defining the client machines.

If you do not know the client MAC addresses, or do not want to edit the

/ et c/ MAC. i nf o filemanually, pressthe Step 2 button of the wizard entitled Col | ect
dient MAC Addresses. The OSCAR MAC address collection utility dialog box will
be displayed. To start the collection, pressthe Col | ect button and then network boot the
firgt client. Follow the directions given in the dialog output window to collect the rest of
your clients addresses. Please do not press Col | ect more than needed, aseach timeit is
pressed the utility will wait until avalid MAC is collected before continuing. In order to
use thistool, you will need to know how to network boot your client nodes. For
instructions on doing so, see Appendix A. A sample dialog that has been used to collect
four client MAC addressesis shown in Figure 3. When you have collected the addresses
for all your client nodes, press Done.

=t Client MAC Address Collection < |E

This is the 0SCAR MAC address collection tool. j;
It will help wou to collect the ethernet MAC address from
wour clients.

This information iz necessary to install the clients, but
the use of this tool is optional.

Tou may manually create the file fetc/MAC. info if you
prefer. The file muwst include one line for each client in
the following format: —

¢MaCid: <MaAC address:

The MACid is a symbolic tag that the collection methods use
to refer to the MAC address. If you are creating the file
manually, something like ‘nodex’ where x iz a node number ]

Command Results:

found mac address 00:01:02:35:bk:02, assigned it to node Y
BPress ‘Collect’ to continue or “‘Done’ if finished.

Please network boot the node.
found mac address 00:01:02:35:a7:£3, assigned it to node 2
Press ‘Collect’ to continue or ‘Done’ if finished.

Flease network boot the node.
found mac address 00:01:02:35:a7:99, assigned it to node 3
BPress ‘Collect’ to continue or “‘Done’ if finished.

Please network boot the node.
found mac address 00:01:02:35:be:£3, assigned it to node 4
Press ‘Collect’ to continue or ‘Done’ if finished.

L |

|~

Collect | Done |
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Figure 3: Collect Client MAC Addresses

3. Edit /etc/hosts to add your client information. You will now need to edit the/ et ¢/ host s
file using your favorite editor. For each client, you will need to assign a private | P address
similar to that used for the internal server IP. Add aline of the form

| P-address hostnane alias-|ist

for each of your clients. Be sure to write down the | P address of the first client you enter,
which will be used later when defining the client machines. A sample/ et ¢/ host s for the
cluster being defined in the sample figures would look like the following, where the entries
for ‘localhost’ and the server ‘envy’ would have already been in the file before it was edited:

127.0.0.1 | ocal host .| ocal domai n | ocal host
10.0.0.50 envy. oscar. cl uster envy
10.0.0.1 nodel. oscar. cl uster nodel
10.0.0.2 node2. oscar. cl uster node2
10.0.0.3 node3. oscar. cl uster node3
10.0.0.4 node4. oscar. cl uster node4

Once you have entered the information for all of your clients, proceed with the next step.

4. Defineyour client machines. Press the Step 3 button of the wizard entitled Def i ne t he
dient Machines. Inthedialog box that isdisplayed, enter the appropriate information.

a) IntheStarting | P Address fiedd, enter thefirst client IPentered in/ et c/ host s in
the previous step.

b) For Net mask, enter the cluster netmask used when defining the server.

c) If youdecided to edit the/ et c/ MAC. i nf o file yoursdlf, enter the nodeid of the first
clientintheStarti ng MAC | Dfield. Otherwise, you may leave thisfield blank.

d) Enter the number of client machinesto createin itsfield. The number of clients should be
equal to the number of entriesyou added in/ et ¢/ host s.

€) ForDefault Route & Default Gateway, enter theinterna server IP address if you
plan to use your server to route messages from your client nodes to the external network.
Although OSCAR does not configure the server for routing of client messages, by
entering the server 1P now you can save yoursdlf from having to manually update the
clientslater. If you have no plans to route internal messages to the external network, you
may |leave both fields blank.

f) InthePBS Stri ng fidd, you may enter an arbitrary string of words to describe your
cluster nodes. Thewords in this string can be used within PBS to make scheduling
decisions. When all of your client machines will be homogeneous, you can safely leave
thisfield blank. However, if you plan to do multiple cluster install ations using the same
server, you should enter a string to distinguish these client nodes from those you may
define and install at alater time. A suggested string in this caseis the client group name
specified in the next field.

g) IntheMachi ne G oups field, enter aname for the group of clientsto be created (e.g.,
myclients). Remember to write down your client group name, asit will be used later.

h) Finally, choose whether or not the clients should use the default server setting for
automatically rebooting after installation. If they should, select ‘default’ from the
dient auto-reboot lis. If not, then sdect the desired action by choosing ‘true’ or
‘false’
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When finished entering information, pressthe Appl y button. A sample dialog with input and
output is shown in Figure 4. After viewing the output, which may be delayed by several

minutes, pressthe G ose button and continue with the next step.

=tl Define a Set of Client Machines

£l

x

Starting IP Address: [10.0.0.1

Hetmask: IEEE.EEE.EEE.D

Starting MAC ID(optional ): |

Humhber of clients to create{optional): |4

Default Route{optional}: |1 0.0.0.50

Install Gateway{optional}: |1 0.0.0.50

PBS String{optional):

Machine Groups(optional): myclients

|default

Client auto-rehoot: false

Comimand Results:

Bbout to create root file system for client nodeZ, this

Successfully created the machine ohject nodel.
Group (5] successfully added

successfully added an entry for noded in fetc/bootptahb,
ahout to create root file system for client node3, this

Successfully created the machine ohject node3d.
Group (s) successfully added

successfully added an entry for noded in fetc/bootptahb,
Bbout to create root file system for client noded, this

Successfully created the machine ohject noded.
Growp (=) successfully added
Group (s) successfully added

migh

cont
migh

cont
migh

5 |

P [

B bty

Apply Clear Close

Figure 4: Define the Clients

5. Defineyour resources. Press the Step 4 button of the wizard entitled Def i ne t he
Resour ces. The‘Define a Resource’ dialog will be displayed, which is used to define all the
resources to be allocated to the clients. When defining your resources, it is best to assign
them to a resource group as you go, otherwise you will need to know the names of all your
resources when allocating them to the client group defined in the previous step. The ‘Define a
Resource’ dialog containsa Resour ce G oups entry field in which you can enter the name
of the resource group (e.g., myresources) to add resources to. For each of the resources
defined below, be sure to enter your resource group namein its field. Remember to write
down your resource group name, asit will be used later.

a) Define adisk table. Create a disk table that specifies how your client hard drives will be
partitioned. Refer tothe/ usr /| ocal /| ui / README. di sk filefor instructions on
creating a disk table. Additionally, OSCAR provides sample IDE and SCSl disk tablesin
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sl Define a Resource - 0 X
Name: |mydisktable
|disk |
Type: lexit al
file 7|
Full Path Hame: |r‘tmpf|:|su::armscar.disktahle
Output Path Hame{optional,source only):
Resource Groups{optional): myresources |
Create Tar File(file only): A |

OSCAR cluster March 30, 2001

theoscar Resour ces subdirectory. Be sureto include/ hore in your disk table as an
NFS partition. A sample disk table for an IDE drive with a 24MB boot partition, a
128MB swap partition, and the rest of the disk allocated to the root partition is shown
bel ow:

/ dev/ hdal ext 2 24 m y / boot

/ dev/ hda2 ext ended * m n

/ dev/ hda5 swap 128 m

/ dev/ hda6 ext 2 * m n /

nfs nfs / home rw 10. 0. 0. 50

Once you have created your disk table, enter a name to refer to the disk resource by in the
Nane field, select ‘disk’ in the resource typelist, and enter the location of your disk table
intheFul I Pat h Nare field. When finished, pressthe Appl y button. A sample dialog
showing a disk table being defined and the associated output is shown in Figure 5.

Command Results: |

dhout to create the disk partition table resource.
Successfully created the disk resource named mydisktable.
Group (=) successfully added

Apply | Clear | Close |

b)

Software v1.0

Figure5: Define the Disk Resour ce

Define the file systems. For each of the partitions with associated file systems specified
in your disk table, including / hone, create a file resource by entering the resource name,
selecting the resource type ‘file', and specifying the file system path. Since OSCAR uses
the RPM method of ingtallation under LUI, you should not select theCreate Tar File
option. When finished, pressthe Appl y button. A sample dialog showing the/ hone file
resource being defined and the associated output is shown in Figure 6.
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sl Define a Resource - 0 X
Name: |nfs-horme
|disk
Type: exit il
file | ¥
Full Path Name: |fhame
Output Path Hame{optional,source only):
Resource Groups(optional): myresources |
Create Tar File(file only ): |

Command Results: |

Successfully created the file resource named nfs-home.
Group(s) successfully added

Apply | Clear | Close |

d)

Software v1.0

Figure 6: Define the /home File Resour ce

Define a custom kernel (Optional). If you would like to use the default kernel from
your Linux digtribution, do not define akerndl resource, asit will already beingalled
during theinstallation of RPMs. If you have a compiled a custom kernel you would like
to use on your client machinesinstead, you need to define a custom kernel resource for it
by specifying a resource name, selecting ‘kernel’ from the resource types, and entering
the path to the custom kerndl. When finished, pressthe Appl y button.

Define a system map (Optional). If you did not define a custom kernel resource, you do
not need to define a system map resource. If you did define a custom kernel resource, you
will need to have a system map file resource that is compatible with that kerndl. Define
the custom system map by entering a resource name, selecting ‘map’ from the resource
types, and entering the path to the map file. When finished, pressthe Appl y button.

Define an initial ramdisk. Theinitial ramdisk resource is one of the most important for a
modular kernel, asit iscrucial in making sure that clients boot after installation. Y ou will
need to create an initial ramdisk to support the hardware of your client, including any
SCSI devices and network cards. See Appendix B for instructions on creating an initial
ramdisk. After creating the ramdisk, create aresource for it by entering a resource name,
sdlecting ‘ramdisk’ from the resource types, and specifying the path to the ramdisk.

When finished, pressthe Appl y button. A sample dialog showing aramdisk being
defined and the associated output is shown in Figure 7.
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sl Define a Resource B

Name: myramdisk |
map

Type: ramdisk | =
pm /

Full Path Hame: |r‘tmpf|:|su::armscar.initrd.img

Output Path Hame{optional,source only): |

Resource Groups(optional): |myresnurces
Create Tar File(file only): El

Command Results:

Successfully created the ramdisk resource named myramdisk.
Group (=) successfully added

Successfully copied the ramdisk resource myramdisk, continuing.

Apply | Clear | Close |

Figure 7: Define the Initial Ramdisk Resource

f) Definethe RPM list. OSCAR provides a sample RPM list that contains a minimal set of
RPMs needed to install RedHat 6.2 and the cluster software on a client machine. Thelist
islocated in the oscar Resour ces subdirectory. If you are using another Linux
distribution, you will need to create an RPM list that will work for that distribution. If
you have additional RPMs for software that you would like installed on the clients, add
them to the supplied list and copy the RPMsinto/ t f t pboot / r pm Create the RPM list
resource by specifying a resource name, selecting ‘rpm’ from the resource types, and
entering the location of the RPM list. When finished, press the Appl y button. A sample
dialog showing an RPM list being defined and the associated output is shown in Figure 8.

sl Define a Resource B
Hame: |myrpms
map
Type: ramdisk —
pm ¥
Full Path Hame: CAaR-1 .Dfuscarﬂesuurcesfsample.rpmlist|

Output Path Hame{optional,source only):

Resource Groups{optional): |myresnurces
Create Tar File(file only): =]

| Command Results:

Successfully created the rpm resource named myrpms.
Group(s) successfully added

Apply | Clear | Close |

Figure 8: Definethe RPM List Resource
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g) Defineroot .rhosts sourcefile. Createaroot . r host s source file resource by entering a
resource name, selecting ‘source’ from the resource types, and entering the source and
destination paths given below. Pressthe Appl y button to create the resource and d ose

when finished.

source: / usr/ 1 ocal /oscar/ | ui _sources/root_rhosts
destination: / r oot / . r host s

A sample dialog showing the definition of theroot . r host s fileis shown in Figure 9.
Note that thefile is created only on the clients and is used only for installation purposes.
Assoon as sshisinstalled and functioning properly, the fileis removed from each of the

clients.
=l Define a Resource e
Name: |myrootrhosts
ramdisk
o ;F;rll:rce | _I',.r
Full Path Hame: Ifusrfln:nt:alfuscarflui_suurcesfrnnt_rhn:nsts

Output Path Hame{optional,source only): |/root’ rhosts

Resource Groups(optional): fmyresources
Create Tar File(file only): |

| Command Results:

Successfully copied the source resource myrootrhosts, continuing.
Successfully created the source resource named myrootrhosts.
Group (=) successfully added

Apply Clear Close

Figure 9: Definethe /root/.rhosts Sour ce Resour ce

6. Allocatethe resourcesto clients. Pressthe Step 5 button of the wizard entitled Al | ocat e

t he Resour ces. At thispoint you will need to know your client and resource group names.
If you did not specify a resource group when defining your resources, see the paragraph
below. Allocate the resources to the clients by entering the resource group namein the
Resource G oups fied and the client group namein the Machi ne Gr oups field. When
finished, pressthe Appl y button. A sample dialog with input and output is shown in Figure
10. After allocating the resources, continue on to the next step.

If you did not use a resource group, you will need to know the names of all the resources
defined in the previous step. If you forgot to write them down, you should be able to figure
the names out from alisting of the/ t f t pboot / | i mdirectory. Each resource defined is
represented by afilein the directory, with thefile' s name being of the form

resour ce_nane. r esour ce_t ype. To allocate the resources to your clients, enter the
resource names separated by commasin the Resour ce Nanes fidd and the client group
namein the Machi ne Groups fied. Be careful not to use spaces in the resource names field,
asthey are not allowed.
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sl Allocate a Resource - 0

| Specify the resources: |

Resource Hames: |
SRS

Resource Groups: |myresnurces

Specify the machines:

Machine Hames: |
——0R--

Machine Groups: |m5,n::|ients

| Command Results:

FResource mypasswd of type source successfully allocated to client noded. I
Resource myrootchosts of type source successfully allocated to client noded.
Resource myrpmlist of type rpm successfully allocated to client noded.
Resource myshadow of type source successfully allocated to client noded.
Resource nfs-home of type file successfully allocated to client noded.
Resource root of type file successfully allocated to client noded.

L

Apply | Clear | Close |

Figure 10: Allocate the Resour ce Group to the Client Group

D. Secondary OSCAR Server Configuration

During this phase, the server will be prepared for the client installs based upon the information
entered in the ‘ Cluster Definition’ phase.

1. Run secondary server configuration. Press the Step 6 button of the wizard entitled
Prepare for Cient Installs.Thiswill runthepreclientingallation server
configuration script, which does the following:

a) usescluster information database to update/ et ¢/ dhcpd. conf
b) installs C3tools
- putstoolsin/usr/bin
- installs man pages
c) ingalls Systemimager
d) makessure dhcpd server isrunning

2. Check for successful completion. In the output window for the above step, check for a
message stating “Begi n booti ng client nodes” before continuing. A sample successful
output window is shown in Figure 11. At this point, you may continue with the client
ingtallations phase.

If instead of the above message, you get a message stating that the “DHCP server is not
runni ng”, see Appendix D, Part A, Number 2 for help. Once you have the DHCP server
running, you may continue with the client installations phase.
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el Pre Client Install Server Configuration - O

| Command Results:

Pt
Updating server hosts files. .

hosts install: updating fetc/hosts with LUI client info
hosts. equiv_install: hosts. equiv doesn’t exist, generating n
hosts. equiv_install: updating Jetc/hosts. equiv with LUI clie
Making network booted clients accessible by csh. . . done
Checking to make sure DHCP serwver 1s runnilng. . . yes

Serwver Pre Client Install Configquration Complete

Eegin booting client nodes
P4 | P

Close

e Wy

Figure 11: Successful Output Window for the ‘Preparefor Client Installs St'ep

E. Client Ingtallations

During this phase, you will network boot your client nodes and they will automatically be
installed and configured as specified in Section IV.C above. For a detailed explanation of what
happens during client installation, see Appendix C.

1. Network boot the client nodes. See Appendix A for instructions on network booting clients.

2. Check completion status of nodes. For each client, alog is kept detailing the progress of its
ingtallation. Thelog filesfor all clients are kept on the server in/t f t pboot /i m | og.
When a client installation completes, the last linein the log for that client will read
“installation is now conplete, time to reboot! ” Depending on the capabilities
of your server and the number of simultaneous client installations, a client could take
anywhere from five minutes to over an hour to complete its installation.

3. Reboot the client nodes. After confirming that a client has completed itsinstallation, you
should reboot the node from its hard drive. If you chose to have your clients auto-reboot after
ingtallation, they will do this on their own. If the clients are not set to auto-reboot, you must
log in to the node and reboot it. After logging in, issue the command ‘r eboot —f’, which
issues a reboot with the force option. The force option, which reboots the machine without
shutting down any services, is needed so that the node does not hang on shutdown of its
network. Sinceits file systems are network mounted during installation, the attempt to
shutdown the network will hang the machine if the force option is not used. Note: If you had
to change the BIOS boot order on the client to do a network boot before booting from the
local disk, you will need to reset the order to prevent the node from trying to do another
network install.

4. Check network connectivity to client nodes. In order to perform the final cluster
configuration, the server must be able to communicate with the client nodes over the network.
If aclient’s ethernet adapter is not properly configured upon boot, however, the server will
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not be able to communicate with the client. A quick and easy way to confirm network
connectivity isto do the following (assuming OSCAR ingtalled in / t np):

cd /tnp/ CSCAR- 1.0/ scripts
.Iping_clients

The above commands will run the pi ng_cl i ent s script, which will attempt to ping each
defined client and will print a message stating success or failure. If a client cannot be pinged,
theinitial ramdisk provided probably did not have built in module support for its ethernet
adapter, and you will have to log in to the machine and manually configure the adapter. Once
al the clients have been installed, rebooted, and their network connections have been
confirmed, you may proceed with the next step.

F. Clugter Configuration
During this phase, the server and clients will be configured to work together as a cluster.

1. Completethe cluster configuration. Pressthe Step 7 button of the wizard entitled
Conpl ete O uster Setup. Thiswill runthepost _instal | script, which doesthe
following:

a) updates hostsfiles on server & clients
b) configures user rsh capabilities
c) configuresssh on server & clients
- root authentication
- user authentication
d) ingals& configuresMPI-CH in/usr/ | ocal / npi
e) ingals& configuresPVM in/ usr/ share/ pvn8
f) updates clients C3 configuration
g) ingalsVeridian's Portable Batch System (PBS)
- thePBS server & default scheduler are installed, but not the execution mom,
since the server machine is not used for computation
h) updatesclients PBS configuration
- creates PBS execution mom startup script and adds to system startup scripts
i) synchronizesthe clients time & date with the server

INote: there will be a several minute delay befor e the output for this step will appear|

2. Check for successful completion. In the output window for the above step, search for a
message stating “Congr at ul ati ons, your cluster is now ready for use.” A
sampl e successful output window is shown in Figure 12. If you do not find this messagein
the output, try to find out what may have failed by searching through the output for error

Messages.
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el Complete Cluster Setup K
Command Resulis:

Starting phs_sched: [ 0K ]Ar Y
M=z open serwvers: 4

Updating client PBS configuration. .. done

Synchronizing clients® date and time with serwer. .

Fri Mar 2 00:00:00 EST =001
Fri Mar 2 11:02:39 EST 2001
Fri Mar 2 00:00:00 EST 2001
Fri Mar 2 00:00:00 EST =001
Fri Mar 2 11:02:39 EST 2001
Fri Mar 2 11:02:39 EST 2001

Congratulations, wour cluster is ready for use

]

Close

Figure 12: Successful Output Window for the ‘Complete Cluster Setup’ Stép

3. Test your cluster using the OSCAR Cluster Test software. Provided along with OSCAR is
asimple test to make sure the key cluster components (PBS, MPI, & PVM) are functioning
properly. For information on installing and running the software, seethe oscar _t esti ng
document in the docs subdirectory.
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Appendices
Appendix A: Network Booting Client Nodes

There are two methods available for network booting your client nodes. The first is to use the Preboot
eXecution Environment (PXE) network boot option in the client’s BIOS, if available. If the option is not
available, you will need to create a network boot floppy disk using the Etherboot package. Each method is
described below.

1. Network booting using PXE. To use this method, your client machines' BIOS and network adapter
will need to support PXE version 2.0 or later. The PXE specification is available at

http://devel oper.intel.com/ial /wfm/tool s/pxepdk20/index.htm. Earlier versions may work, but

experience has shown that versions earlier than 2.0 are unreliable. As BIOS designs vary, thereis not

a standard procedure for network booting client nodes using PXE. More often than not, the option is

presented in one of two ways.

a) Thefirstisthat the option can be specified in the BIOS boot order list. If presented in the boot
order list, you will need to set the client to have network boot as the first boot device. In addition,
when you have completed the client installation, remember to reset the BIOS and remove
network boot from the boot list so that the client will not attempt to do the installation again.

b) The second isthat the user must watch the output of the client node while booting and press a
specified key such as*N’ at the appropriate time. In this case, you will need to do so for each
client asit boots.

2. Network booting using an Etherboot floppy. The Etherboot package is provided with OSCAR just
in case your machines do not have a BIOS network boot option. The directory for Etherboot is
located inthe/ usr/ 1 ocal / oscar/ | ui directory. For instructions on creating a network boot
floppy, read thedoc/ t xt / README. t xt in the Etherboot directory. The commands you will run will
probably look like the following:

(from within the Etherboot directory and with a floppy inserted)

cd src
make
cat floppyl oad. pre. bin bin32/ ethernet-card.lzrom> /dev/fdO

After creating the floppy, you will have to make one more changein order to make OSCAR function
correctly with booting from a floppy. By default, OSCAR assumes you will be using PXE to do the
network boot, and sets up the DHCP configuration file accordingly. To correct this, you need to edit
the configuration file, / et ¢/ dhcpd. conf , and replace al thereferencesto ‘pxel i nux. bi n’ with
‘vl i nuz’ inthefi | enane entry for each client. After editing thefile, you will need to restart
DHCP by issuing the following command in aterminal:

/etc/rc.d/init.d/ dhcpd restart

Once you have created the network boot floppy and updated the DHCP configuration, set your
client’s BIOS to boot from the floppy drive. Insert the floppy and boot the machine to start the
network boot. Check the output for errors to make sure your network boot floppy isworking properly.
Remember to remove the floppy when you reboot the clients after installation.
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Appendix B: Generating Initial Ramdisks

To create an initial ramdisk for your client machines, you will use the nki ni t r d command. Using the
command, you can create a ramdisk to support any special hardware your clients may contain. If the
client machines contain SCSI disks, you will need to build support for the SCSI adapter into your
ramdisk. In addition, you should build in support for your client’s ethernet adapter. If your client
machines contain the same hardware as your server, you can create a source resource for the

/et c/ conf. modul es fileinstead of building support for the ethernet adapter into the ramdisk.

Before creating the initial ramdisk, you should be aware of some important caveats. Thefirst cavest is
that the ramdisk you create must match the kernel to be ingtalled on the clients. As LUI automatically
installs the appropriate kernel (UP/SMP) based upon the number of processors in the client machine, you
should create a ramdisk that matches this kerndl. The second cavesat isthat in order to build a ramdisk for
a particular kerndl version, the kernd’s associated modules must be located on the server in

/1'i b/ nodul es/ ker nel -versi on.

Now that you are aware of the caveats described above, you are ready to build an initial ramdisk for your
clients. A typical command using the kernel currently running on your server is as follows:

/sbin/nkinitrd —v —with=eth-nodule client-initrd.inmy “uname -r°

In the above command, “ eth-modul€’ is the name of the module for the client’ s ethernet adapter, eg.,
eeprol00, “client-initrd.img” is the name of the ramdisk to create, and “uname—” returns the version of
the currently running kernel. The above command al so assumes the client nodes use the same disk
adapter(s) asthe server system. If alternate adapters are used, specify them before the ethernet adapter
with additional *- - wi t h’ arguments.

If you defined custom kernel and system map resources, then be sure to specify the appropriate kernel
version asthe last argument. For example, the command

/sbin/nkinitrd —v --wi th=aic7xxx --w th=eeprol00 client-initrd.ing 2.2.17

will create an initial ramdisk with support for the AIC7xxx series of Adaptec SCSI adapters and the Intel
EtherExpress Pro 100 ethernet adapter using the modules located in/ | i b/ nodul es/ 2. 2. 17.

For additional information on how to use nki ni t r d, seeits man page, i.e, ‘man nkinitrd’.

Appendix C: What Happens During Client Installation

Oncethe client is network booted, it broadcasts a BOOTP/DHCP request to obtain the IP address
associated with its MAC address. The DHCP server provides the IP, along with the name of a network
boot file. The client downloads and processes the boot file, from which it obtains the name of the kernel
to boot. The kerndl is then downloaded and booted. During boot, the kernel mountsits file systems from
the server. The file systems for each client are created by LUI and are stored in/ t f t pboot ina
directory whose name is the client’s IP address. The client also mounts /usr from the server, providing
accessto theroutines of LUI. Thelast item started when the client is processing its system startup scripts
isthe LUI clone script. The clone script is the ingtallation workhorse, and does the following:

1. partitionsthe disk as specified in the disk resource
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agrLOD

mounts the newly created partitions on / rmt

chrootsto/ mt and installs the RPMs specified in the rpm resource
copies any source resource files to the client’s local disk

unmounts/ rmt

Once clone completes, the client will show its login prompt, at which time you should check the node log
file for successful completion status as described in the ‘ Client Ingtallations phase.

Appendix D: Troubleshooting

A. Known Problems & Solutions

1

Client nodes fail to network boot. There are two causesto this problem. The first isthat the
DHCP server is not running on the server machine, which probably means the

/ et c/ dhcpd. conf fileformat isinvalid. Check to seeif it is running by running the command
"ps -A | grep dhcpd’ intheterminal. If no output isreturned, the DHCP server is not
running. See the problem solution for ‘DHCP server not running’ below. If the DHCP server is
running, the client probably timed out when trying to download its configuration file. This may
happen when a client is requesting files from the server while multiple ingtalls are taking place on
other clients. If thisisthe case, just try the network boot again when the server isless busy.
Occasionally, restarting the inet daemon also helps with this problem asit forces tftp to restart as
well. To restart the daemon, issue the following command:

letc/rc.d/init.d/inet restart

DHCP server not running. Run the command ‘/etc/rc. d/init.d/ dhcpd start’ fromthe
terminal and observe the output. If there are error messages, the DHCP configuration is probably
invalid. A few common errors are documented bel ow. For other error messages, see the

dhcpd. conf man page.

a) If the error message produced reads something like“Can’ t open | ease dat abase”, you
need to manually create the DHCP |leases database, / var / st at e/ dhcp/ dhcpd. | eases, by
issuing the following command in aterminal:

touch /var/ st at e/ dhcp/ dhcpd. | eases

b) If the error message produced reads something like“Pl ease write a subnet
declaration for the network segnent to which interface ethx is

at t ached”, you need to manually edit the DHCP configuration file, / et ¢/ dhcpd. conf , in
order totry to get it valid. A valid configuration file will have at least one subnet stanza for
each of your network adapters. To fix this, enter an empty stanza for the interface mentioned
in the error message, which should look like the following:

subnet subnet - nunber net mask subnet-mask { }

The subnet number and netmask you should use in the above command are the on€'s
associated with the network interface mentioned in the error message.
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3. PBSisnot working. The PBS configuration done by OSCAR did not complete successfully and
requires some manual tweaking. Issue the following commands to configure the server and
scheduler:

/etc/rc.d/init.d/ pbs_server start
/etc/rc.d/init.d/ pbs_sched start

cd /mt/ OCSCAR_1. 0/ pbs/ confi g

[usr /1l ocal/bin/qgngr < pbs_server. conf

Replace / mt’ with the directory into which you unpacked OSCAR in the change directory
command above.

B. What to do about unknown problems?

For help in solving problems not covered by this HowTo, send a detailed message describing the
problem to the OSCAR users mailing list at oscar @openclustergroup.org. You may also wish to visit
the OSCAR web site, http://www.csm.ornl.gov/oscar, for updates on newly found and resolved
problems.

C. Starting Over or Uninstalling OSCAR

If you fedl that you want to start the cluster installation process over from scratch in order to recover
from irresolvable errors, you can do so with thest art _over script located inthescri pts
subdirectory. This script isinteractive, and will prompt you when removing components installed by
OSCAR that you may not want to remove.

If you would like to remove all traces of OSCAR from your server, you may do so by running the
uni nst al | script located inthescri pt s subdirectory. Thiswill runthest art _over script and
then remove the OSCAR directory created by unpacking the tarball.
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