International Workshop on the Lustre Ecosystem: Challenges and Opportunities

The Lustre parallel file system has been widely adopted by high-performance computing (HPC) centers as an effective system for managing large-scale storage resources. Lustre achieves unprecedented aggregate performance by parallelizing I/O over file system clients and storage targets at extreme scales. Today, 7 out of 10 fastest supercomputers in the world use Lustre for high-performance storage. To date, Lustre development has focused on improving the performance and scalability of large-scale scientific workloads. In particular, large-scale checkpoint storage and retrieval, which is characterized by bursty I/O from coordinated parallel clients, has been the primary driver of Lustre development over the last decade. With the advent of extreme scale computing and Big Data computing, many HPC centers are seeing increased user interest in running diverse workloads that place new demands on Lustre.

In early March, the International Workshop on the Lustre Ecosystem: Challenges and Opportunities was held in Annapolis, Maryland at the Historic Inns of Annapolis Governor Calvert House. This workshop series is intended to help explore improvements in the performance and flexibility of Lustre for supporting diverse application workloads. This year’s workshop was the inaugural edition, and the goal was to initiate a discussion on the open challenges associated with enhancing Lustre for diverse applications, the technological advances necessary, and the associated impacts to the Lustre ecosystem. The workshop program featured a day of tutorials and a day of technical paper presentations. 

The workshop kicked off on March 3rd with a keynote speech from Eric Barton, Lead Architect of the High Performance Data Division at Intel. The keynote, titled “From Lab to Enterprise - Growing the Lustre Ecosystem”, provided a great starting point for the workshop by identifying current pitfalls in moving Lustre into new application domains with potentially conflicting demands compared with traditional HPC scientific applications, and highlighting Intel’s ongoing efforts to enhance Lustre’s core feature set and subsystems in support of these new diverse workloads. 

After the keynote, experts from the Oak Ridge Leadership Computing Facility (OLCF) at ORNL gave tutorials on the best practices used and lessons learned in deploying and operating one of the world’s largest center-wide Lustre installations. OLCF tutorial presenters included Blake Caldwell, Matt Ezell, Jason Hill, Sarp Oral, and Feiyi Wang. The first day concluded with an “Ask the OLCF” discussion panel where workshop attendees had the opportunity to ask the tutorial presenters additional questions related to Lustre administration and monitoring.

On March 4th, a collection of international speakers from academia, industry, and national laboratories gave technical presentations in four sessions. The first session focused on characterizing and enhancing Lustre’s functionality and performance in support of diverse workloads. The second session highlighted recent advances in managing large-scale Lustre installations. The third session introduced new efforts to monitor large-scale Luste installations using holistic techniques that combine information from a wide variety of sources. The final session covered advancements in storage architectures and technologies aimed at improving the Lustre’s reliability and performance.

Presentation content for the keynote, tutorials, and technical presentations can be found at http://lustre.ornl.gov/ecosystem/agenda.html.

The workshop was organized by ORNL and sponsored by the DoD-HPC Research Program at ORNL. The workshop program co-chairs were Neena Imam, Michael Brim, and Sarp Oral. Jason Hill served as the tutorials chair.


[bookmark: _GoBack]ORNL Participants:
(front row, left to right) Lora Wolfe, Neena Imam, Sarp Oral, and Feiyi Wang; 
(back row, left to right) Rick Mohr, Michael Brim, Matt Ezell, Jason Hill, Corliss Thompson, and Blake Caldwell; 
(absent from picture) Josh Lothian and Joel Reed.
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