Other Information

Personnel

Three postdocs departed ORNL and the ESM Theme since the summer of 2014: Xia Song, Damian Maddalena, and Yasemin Erg¨uner Baytok. Xia is at the University of Texas–El Paso. Damian is lecturing at the University of North Carolina–Wilmington. Yasemin is working with her former advisor and colleagues back in Istanbul, Turkey.

Two new staff members and a new postdoc in the Computer Science & Mathematics Division (CSMD) recently joined the ESM Theme:
· Nathan Collier was formerly a postdoc in the Environmental Sciences Division (ESD) and arrived a little over a year ago from King Abdullah University of Science and Technology (KAUST). With a Ph.D. in Civil Engineering and experience in applied mathematics and computational science, he will continue contributing to the NGEE Arctic project and the fracking LDRD, while transitioning the majority of his effort to the BGC Feedbacks SFA and the ACES4BGC SciDAC-3 project.
· Min Xu arrived from the University of Maryland’s Earth System Science Interdisciplinary Center (ESSIC) just last week. With a Ph.D. in atmospheric sciences and experience with a wide variety of weather, climate, land surface, radiation transfer, and crop growth models, he will initially focus on canopy processes for the ACES4BGC SciDAC-3 project and data set and metrics development for the BGC Feedbacks SFA.
· Joe Kennedy also arrived last week, having recently completed his Ph.D. in physics at the University of Alaska, Fairbanks. His research interests include glacier dynamics, climate and ice sheet feedbacks, and computational physics methods, and he will be performing ice sheet model validation in stand alone and fully coupled model configurations for the PISCEES SciDAC-3 project.

Cheng-en Yang, a graduate student of Joshua Fu at the University of Tennessee, has returned to continue work on the stochastic parameterization LDRD (co-lead by Salil Mahajan and Dan Ricciuto) and on biomass data analysis for model evaluation in the BGC Feedbacks SFA.

Sam Feldman and Kaleb Nelson, both local high school students, are doing their semester academy projects in CCSI with Kate Evans. Sam is focusing on important metrics for ice sheet model evaluation and Kaleb is investigating large-scale atmospheric conditions that spawn tornadoes.

EVENTS

Li-ion Battery Safety Modeling Presentation
Srikanth Allu, Sergiy Kalnaus, Abhishek Kumar, Sreekanth Pannala, Srdjan Simunovic, Hsin Wang

On Jan. 23, 2015, Computational Engineering and Energy Science Group Leader John A. Turner presented work of the ORNL battery simulation team at the Society of Automotive Engineers (SAE) 2015 Government/Industry Meeting in Washington, DC, in a presentation titled “Li-ion Battery Safety Modeling” in a session organized by Phil Gorney of DOT/NHTSA.
We report results of an on-going computational and experimental effort supported by DOT/NHTSA to simulate a battery’s electrochemical, thermal, and structural responses under mechanical impact conditions. The characteristic failure features require micrometer resolution for typical cell components, which span centimeters. Under the DOE/EERE Computer Aided Engineering for Batteries (CAEBAT) project, ORNL has developed the Virtual Integrated Battery Environment (VIBE), a transient coupled-physics simulation environment for batteries, with emphasis on Li-ion. VIBE has been extended to couple impact mechanics and its interaction with other physics components. The model is being used to analyze and correlate with existing mechanical test data from ORNL and others. New tests for both cells and cell stacks are being developed and conducted by ORNL to support model development.

[image: C:\Users\jtd\Documents\Dropbox (Personal)\Media\Images\Energy - Storage\pinch_12_trans.png]Spherical indenter crushing a Li-ion pouch cell battery made up of multiple component layers.


[image: C:\Users\jtd\Documents\Dropbox (Personal)\Media\Images\Energy - Storage\pinch_34_trans.png]


NEWS

Local scientists map earch from inside out (March 27, 2015)
CSMD: David Pugmire
[image: http://www.csm.ornl.gov/newsite/images/pugmire_interview.png]CSMD's David Pugmire explains how scientists at Oak Ridge National LaboratoryORNL are using the world's most powerful supercomputers to create a 3-D map of the Earth, and one of those supercomputers is here at ORNL.
View the interview here: http://www.wbir.com/videos/news/local/2015/03/26/local-scientists-map-earch-from-inside-out-/25224621/
 
 
Pavel Shamis' OFA talk featured on InsideHPC (March 23, 2015)
CSMD: Pavel Shamis
The presentation "OFA Update by ORNL," by CSMD's Pavel Shamis, is currently being featured on InsideHPC's website. According to Dr. Shamis "ORNL's supercomputing program has grown from humble beginnings to deliver some of the most powerful systems in the world. On the way, it has helped researchers deliver practical breakthroughs and new scientific knowledge in climate, materials, nuclear science, and a wide range of other disciplines."
View the entire presentation here: http://insidehpc.com/2015/03/video-ofa-update-by-ornl/
Battery Boost (March 23, 2015)
CSMD: John Turner
ORNL computing software aims to help electric vehicle industry better design high-performing and safe lithium-ion batteries through simulation
[image: http://www.csm.ornl.gov/newsite/images/VIBEhierarchy_hr.jpg]Rechargeable lithium-ion batteries are commonly found in portable electronics such as cell phones and notebook PCs. They're also gaining popularity in electric vehicles, where their compact, lightweight build and high-energy storage potential offers a more efficient and environmentally safe alternative to nickel metal hydride and lead-acid batteries traditionally used in vehicles.

Scientists at the Department of Energy's Oak Ridge National Laboratory have developed modeling software to help other researchers and battery manufacturers improve the design of lithium-ion batteries for electric vehicles. The modeling tool, known as the Virtual Integrated Battery Environment, or VIBE, will allow researchers to test lithium-ion batteries under different simulated scenarios before the batteries are built and used in electric vehicles.
Read more at: http://www.ornl.gov/ornl/news/features/2015/battery-boost
Upgrading Modeling and Simulation with the Eclipse Integrated Computational Environment (Jan 2015)
Jay Jay Billings, Alexander J. McCaskey, Andrew Bennett, Jordan H. Deyton, Hari Krishnan, Taylor Patterson, Anna Wojtowicz
[image: http://www.csm.ornl.gov/newsite/images/newfeatures.png]Scientific Computing can be roughly divided into several different areas, one of which is that of Modeling and Simulation (M&S). Modeling and Simulation is a field that has existed, from a computing perspective, since World War II and finds its roots in government laboratories and academia. It is a field that encompasses both the art and the science of encoding the physical world into computers.
The subjects that have been investigated with computers are innumerable, with today's largest supercomputers simulating everything from cutting edge climate science to the behavior of matter at nanoscale resolution. However, while the subjects have changed and grown over the decades, many of the tools and the behaviors of the M&S community have not. A very large number of the most advanced computational studies of the physical world are done with tools that would be recognizable by a programmer from the late 1970s. The sophistication and the capability of today's software are much greater, but the tools - compilers, editors, third-party libraries, etc. - are not that different. That is to say that, on the whole, computational scientists are a command-line editing, low-level code loving kind of crowd!
The Eclipse Platform has been adopted in many different fields and, in some cases, revolutionized the state of the art. Eclipse is not used in modeling and simulation as much as it is in other areas, but it is widely known. Several years ago we asked the question, "What if the tools in Eclipse that are used forÂ authoring scientific softwareÂ could be repurposed forÂ using scientific software?" The result is the Eclipse Integrated Computational Environment (ICE); a general purpose, easily extended M&S platform that significantly updates the way computational scientists interact with their software. It improves productivity and streamlines the workflow for computational scientists when they need to create input files, launch jobs on local or remote machines, and process output. Since it is based on the Eclipse Rich Client Platform, developers can update it to support new codes or add new tools just as easily as users can perform simulations of nuclear fuels or visualize neutron scattering data.
Read more at: https://www.eclipse.org/community/eclipse_newsletter/2015/january/article1.php





AWARDS

Student’s Project Wins

[image: ]Melissa Yu, from Farragut High School, did her math thesis project last summer under the mentoring of Rick Archibald and Chris Symons at the Computational and Applied mathematics group last summer.  Her project was focused on image registration from data obtained from experimenters at the CSNM.  When images from different experimental instruments are taken of the same material, image registration is a key step to combine information from multiple sources for analysis.  Melissa researched all aspects of image registration and multimodal experimental data and was able to generate a path to developing algorithms and mathematical methods to register images from different experimental devices.  The ability to register multimodal data will give nano scientist the capability to determine both structure and dynamics of materials.  Her project won first prize in the TN Junior Science and Humanities Symposium, the Grand prize at the Southern Appalachian Science and Engineering Fair and will be going to the Intel International Science and Engineering Fair in late April.  Melissa has competing offers next year for Harvard, MIT, and Princeton for next fall.  She will be a HERE inter at ORNL for this coming summer.


COMMUNITY SERVICE

· David E. Bernholdt, reviewer, DOE Office of Science SBIR program
· David E. Bernholdt, reviewer, International journal of HPC Applications
· David E. Bernholdt, reviewer, Chapman & Hall publishers
· Michael J. Brim, Program Co-chair, International Workshop on the Lustre Ecosystem: Challenges and Opportunities, Annapolis, Maryland, March 3-4, 2015.
· Christian Engelmann, technical program committee member, 23rd International Heterogeneity in Computing Workshop (HCW), in conjunction with the 28th IEEE International Parallel and Distributed Processing Symposium (IPDPS) 2015, Phoenix, AZ, USA, May 19, 2015.
· Christian Engelmann, Journal on Computers & Security (COSE), peer reviewer, February, 2015.
· Christian Engelmann, technical program committee member, 3rd Workshop on Solving Problems with Uncertainties at the 15th International Conference on Computational Science (ICCS), Reykjavik, Iceland, June 1-3, 2015.
· Christian Engelmann, technical program committee member, 5th International Workshop on Fault-Tolerance for HPC at Extreme Scale (FTXS) at 24th International Symposium on High Performance Distributed Computing (HPDC), Portland, OR, USA, June 15-19, 2015
· Manjunath Gorentla Venkata, Programm Committee Member (Posters), 15th IEEE/ACM International Symposium on Cluster, Cloud and Grid Computing, Shenzhen, Guangdong, China, 2015
· Chung-Hsing Hsu, Program Committee Member, The 11th Workshop on High-Performance, Power-Aware Computing (HPPAC), in conjunction with the 29th IEEE International Parallel and Distributed Processing Symposium (IPDPS) 2015, Hyderabad, India, May 29, 2015.
· Christos Kartsaklis, Program Committee Member, 17th Workshop on Advances in Parallel and Distributed Computational Models (APDCM 2015)
· Christos Kartsaklis, Program Committee Member, 10th International Conference on Digital Telecommunications (ICDT 2015)
· Christos Kartsaklis, Program Committee Member, Tools for Program Development and Analysis in Computational Science Workshop, at International Conference on Computational Science (ICCS 2015)
· Christos Kartsaklis, Program Committee Member, 16th IEEE/ACIS International Conference on Software Engineering, Artificial Intelligence, Networking and Parallel/Distributed Computing (SNPD 2015)
· Christos Kartsaklis, Program Committee Member, IUPT 2015: The 5th International Symposium on Internet of Ubiquitous and Pervasive Things
· Christos Kartsaklis, Program Committee Member, INFOCOMP 2015: The 5th International Conference on Advanced Communications and Computation
· Christos Kartsaklis, Program Committee Member, 14th IEEE International Symposium on Parallel and Distributed Computing (ISPDC 2015)
· Pavel Shamis, Reviewer (Posters), 15th IEEE/ACM International Symposium on Cluster, Cloud and Grid Computing, Shenzhen, Guangdong, China, 2015
· Pavel Shamis was named co-chair of Open Fabric Alliance (OFA) Verbs Working Group
· Geoffroy Vallee, advisory board member, OCCIware project; Kick-off meeting, Jan-23, 2015
· Geoffroy Vallee, technical program committee member, 11th International Conference on Networking and Services; May 24-29, 2015, Rome, Italy
· Geoffroy Vallee, technical program committee member, 5th International Conference on Cloud Computing and Services Science; May 20-22, 2015, Lisbon, Portugal


EVENTS

International Workshop on the Lustre Ecosystem: Challenges and Opportunities

The Lustre parallel file system has been widely adopted by high-performance computing (HPC) centers as an effective system for managing large-scale storage resources. Lustre achieves unprecedented aggregate performance by parallelizing I/O over file system clients and storage targets at extreme scales. Today, 7 out of 10 fastest supercomputers in the world use Lustre for high-performance storage. To date, Lustre development has focused on improving the performance and scalability of large-scale scientific workloads. In particular, large-scale checkpoint storage and retrieval, which is characterized by bursty I/O from coordinated parallel clients, has been the primary driver of Lustre development over the last decade. With the advent of extreme scale computing and Big Data computing, many HPC centers are seeing increased user interest in running diverse workloads that place new demands on Lustre.

In early March, the International Workshop on the Lustre Ecosystem: Challenges and Opportunities was held in Annapolis, Maryland at the Historic Inns of Annapolis Governor Calvert House. This workshop series is intended to help explore improvements in the performance and flexibility of Lustre for supporting diverse application workloads. This year’s workshop was the inaugural edition, and the goal was to initiate a discussion on the open challenges associated with enhancing Lustre for diverse applications, the technological advances necessary, and the associated impacts to the Lustre ecosystem. The workshop program featured a day of tutorials and a day of technical paper presentations. 

The workshop kicked off on March 3rd with a keynote speech from Eric Barton, Lead Architect of the High Performance Data Division at Intel. The keynote, titled “From Lab to Enterprise - Growing the Lustre Ecosystem”, provided a great starting point for the workshop by identifying current pitfalls in moving Lustre into new application domains with potentially conflicting demands compared with traditional HPC scientific applications, and highlighting Intel’s ongoing efforts to enhance Lustre’s core feature set and subsystems in support of these new diverse workloads. 

After the keynote, experts from the Oak Ridge Leadership Computing Facility (OLCF) at ORNL gave tutorials on the best practices used and lessons learned in deploying and operating one of the world’s largest center-wide Lustre installations. OLCF tutorial presenters included Blake Caldwell, Matt Ezell, Jason Hill, Sarp Oral, and Feiyi Wang. The first day concluded with an “Ask the OLCF” discussion panel where workshop attendees had the opportunity to ask the tutorial presenters additional questions related to Lustre administration and monitoring.

On March 4th, a collection of international speakers from academia, industry, and national laboratories gave technical presentations in four sessions. The first session focused on characterizing and enhancing Lustre’s functionality and performance in support of diverse workloads. The second session highlighted recent advances in managing large-scale Lustre installations. The third session introduced new efforts to monitor large-scale Luste installations using holistic techniques that combine information from a wide variety of sources. The final session covered advancements in storage architectures and technologies aimed at improving the Lustre’s reliability and performance.

Presentation content for the keynote, tutorials, and technical presentations can be found at http://lustre.ornl.gov/ecosystem/agenda.html.

The workshop was organized by ORNL and sponsored by the DoD-HPC Research Program at ORNL. The workshop program co-chairs were Neena Imam, Michael Brim, and Sarp Oral. Jason Hill served as the tutorials chair.


ORNL Participants:
(front row, left to right) Lora Wolfe, Neena Imam, Sarp Oral, and Feiyi Wang; 
(back row, left to right) Rick Mohr, Michael Brim, Matt Ezell, Jason Hill, Corliss Thompson, and Blake Caldwell; 
(absent from picture) Josh Lothian and Joel Reed.

[image: ]



SOFTWARE

OpenSHMEM 1.2 Specification Released
Oscar Hernandez, Graham Lopez, Pavel Shamis, Manjunath Gorentla Venkata

OpenSHMEM specification version 1.2 was released this quarter. The specification development was ORNL led effort with the input from the participants from industry, academia, and research laboratories. Changes included in this release:
· Clear and unambiguous definition of the OpenSHMEM execution model. 
· Cleaner semantics for starting and shutting down the OpenSHMEM library, which is an important requirement for tools.  
· Normalization of the OpenSHMEM interfaces namespace. The prefix “shmem_” is now reserved for the OpenSHMEM interfaces in the OpenSHMEM program. 
· New set of interfaces to query the version and vendor information of an OpenSHMEM implementation was introduced in this section. 
[bookmark: _GoBack]This work was performed with support from ORNL, ESSC, and DoD.
OpenSHMEM specification 1.2 is available at http://openshmem.org.
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