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It’s the Network !It’s the Network !
For 20 years HEP has relied on stateFor 20 years HEP has relied on state--ofof--thethe--art networksart networks
to enable ever larger international collaborationsto enable ever larger international collaborations

LHC collaborations would never have been attempted if LHC collaborations would never have been attempted if 
they could not expect excellent int’l communications they could not expect excellent int’l communications 
The network is needed for all aspects of collaborative workThe network is needed for all aspects of collaborative work

Propose, design, collaborate, confer, informPropose, design, collaborate, confer, inform
Create, move, access dataCreate, move, access data
Analyze, share results, write papersAnalyze, share results, write papers

HEP has usually led the demand for research networksHEP has usually led the demand for research networks
Because our requirements often exceed those Because our requirements often exceed those 

of other scientific fieldsof other scientific fields
Advanced integrated applications, such as Data Grids, Advanced integrated applications, such as Data Grids, 
rely on seamless operation of our LANs and rely on seamless operation of our LANs and WANsWANs

With reliable, quantifiable (monitored), high performanceWith reliable, quantifiable (monitored), high performance
Networks are among the Grid’s basic building blocksNetworks are among the Grid’s basic building blocks

They should be treated explicitly, as part of the Grid designThey should be treated explicitly, as part of the Grid design



LHC Computing Model
Data Grid Hierarchy (Ca. 2005)LHC Computing Model
Data Grid Hierarchy (Ca. 2005)
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Baseline BW Requirements 
for the US-CERN Transatlantic LinkBaseline BW Requirements 
for the US-CERN Transatlantic Link
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Transatlantic Net WG (HN, L. Price)
Bandwidth Requirements [*]Transatlantic Net WG (HN, L. Price)
Bandwidth Requirements [*]

2001 2002 2003 2004 2005 2006
C M S 100 200 300 600 800 2500

ATLAS 50 100 300 600 800 2500
BaBar 300 600 1100 1600 2300 3000

CDF 100 300 400 2000 3000 6000
D 0 400 1600 2400 3200 6400 8000

BTeV 20 40 100 200 300 500
DESY 100 180 210 240 270 300

CERN
BW

155-
310

622 1250 2500 5000 10000

[*] [*] Installed BW. Maximum Link Occupancy 50% AssumedInstalled BW. Maximum Link Occupancy 50% Assumed
The Network Challenge is Shared by Both NextThe Network Challenge is Shared by Both Next-- and and 

Present Generation ExperimentsPresent Generation Experiments



Key Network Issues & ChallengesKey Network Issues & Challenges
Requirements for High ThroughputRequirements for High Throughput

Careful Router configuration; route stability Careful Router configuration; route stability 
Enough Router Enough Router ““HorsepowerHorsepower”” (CPU, Buffer handling)(CPU, Buffer handling)
Server and PC CPU, I/O and NIC throughput must be sufficientServer and PC CPU, I/O and NIC throughput must be sufficient
Packet Loss must be ~Zero (below 0.1%); I.e. no Packet Loss must be ~Zero (below 0.1%); I.e. no ““commoditycommodity””
networksnetworks
TCP/IP tuning (e.g. large windows) is Absolutely RequiredTCP/IP tuning (e.g. large windows) is Absolutely Required
EndEnd--toto--end monitoring and tracking is Requiredend monitoring and tracking is Required
No Local infrastructure bottlenecks can be toleratedNo Local infrastructure bottlenecks can be tolerated

Gigabit Ethernet Gigabit Ethernet ““clear pathclear path”” between selected host pairsbetween selected host pairs
To 10 To 10 GbpsGbps Ethernet by ~2003Ethernet by ~2003

None of this scales from 0.1 to 10 None of this scales from 0.1 to 10 GbpsGbps
New (expensive) hardwareNew (expensive) hardware
New TCP/IP developments required for New TCP/IP developments required for multiuser Gbpsmultiuser Gbps linkslinks

Close collaboration with local and Close collaboration with local and ““regionalregional”” network network 
engineering staffs (e.g. router and switch configuration).engineering staffs (e.g. router and switch configuration).

?? US National Network Infrastructure Beyond 2003US National Network Infrastructure Beyond 2003



GriPhyN iVDGL Map Circa 2002-2003
US, UK, Italy, France, Japan, Australia

GriPhyN iVDGL Map Circa 2002-2003
US, UK, Italy, France, Japan, Australia
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Tier3 facility

? International Virtual-Data Grid Laboratory
? Conduct Data Grid tests “at scale”
? Develop Common Grid infrastructure
? National, international scale Data Grid 

tests, operations (GGOC)
? Components

? Tier1, Selected Tier2 and Tier3 Sites 
? Distributed Terascale Facility (DTF)
? 0.6 - 10 Gbps networks: US, Europe, transoceanic



HENP Network WG
Background

HENP Network WG
Background

U.S. LHC Common Software and Computing ProjectsU.S. LHC Common Software and Computing Projects
(January 2001)(January 2001)

Collaboration between U.S. LHC Software & Computing ProjectsCollaboration between U.S. LHC Software & Computing Projects
Identify common computing projects, Identify common computing projects, egeg..
?? Computing Facilities (Regional Centers)Computing Facilities (Regional Centers)
?? NetworkingNetworking
?? Database TechnologiesDatabase Technologies
?? Grid Software ProjectsGrid Software Projects

Strongly endorsed by U.S. LHC Joint Oversight Group (JOG)Strongly endorsed by U.S. LHC Joint Oversight Group (JOG)

Networking Working Group FormedNetworking Working Group Formed
CoCo--Chairs: H.Newman (Caltech), R. Gardner (Indiana)  Chairs: H.Newman (Caltech), R. Gardner (Indiana)  
Initial charter developed;  encouraged to broaden scopeInitial charter developed;  encouraged to broaden scope
to include other HEP experiments as well as NPto include other HEP experiments as well as NP



HENP Networking WG [*]
MissionHENP Networking WG [*]
Mission

To help ensure that the requiredTo help ensure that the required
National and international network infrastructuresNational and international network infrastructures
Standardized tools and facilities for high performance Standardized tools and facilities for high performance 
and endand end--toto--end monitoring and tracking, andend monitoring and tracking, and
Collaborative systemsCollaborative systems

are developed and deployed in a timely manner, are developed and deployed in a timely manner, 
and used effectively to meet the needs of the US LHC and and used effectively to meet the needs of the US LHC and 
other major  HENP Programs, as well as the general other major  HENP Programs, as well as the general 
needs of our scientific community.needs of our scientific community.
To carry out these developments in a way that is broadly To carry out these developments in a way that is broadly 
applicable across many fields, within and beyond the applicable across many fields, within and beyond the 
scientific communityscientific community

[*] Co[*] Co--Chairs: S. McKee (Michigan), H. Newman (Caltech);Chairs: S. McKee (Michigan), H. Newman (Caltech);
With thanks to Rob Gardner (Indiana)With thanks to Rob Gardner (Indiana)



HENP Net WG Goals and
Technical Activities

HENP Net WG Goals and
Technical Activities

Programmatic Requirements Programmatic Requirements 
Use Cases, Analysis modelsUse Cases, Analysis models
Uniform Requirements DefinitionUniform Requirements Definition
Cost ModelsCost Models

Toolkits and DocumentationToolkits and Documentation
Make available toolkits and documentation so that existing experMake available toolkits and documentation so that existing exper
knowledge and tools for high throughput data transfers, packet lknowledge and tools for high throughput data transfers, packet l
and throughputand throughput--limit monitoring, and collaborative systems are limit monitoring, and collaborative systems are 
widely known; Develop new tools in some cases widely known; Develop new tools in some cases 
Support FAQ pages; develop best practices guidesSupport FAQ pages; develop best practices guides

LiaisonLiaison
Work with network Engineering Staffs of Work with network Engineering Staffs of ESNetESNet, Internet2, STARTAP, , Internet2, STARTAP, 
the USthe US--CERN link, local site administrators and other expert groups, CERN link, local site administrators and other expert groups, 
to ensure that the existing major network links relevant to ATLAto ensure that the existing major network links relevant to ATLA
CMS and other HENP major programs may be used to full capabilityCMS and other HENP major programs may be used to full capability
LHC Program Officers, Institutional LHC Program Officers, Institutional CIOs CIOs 
HENP Software and Computing ProjectsHENP Software and Computing Projects



HENP Meeting June 1-2
at Indianapolis (IU)

HENP Meeting June 1-2
at Indianapolis (IU)

Purpose:Purpose:
Bring together leading userBring together leading user--groups (present and future), and groups (present and future), and 
experts representing the key networks and transoceanic experts representing the key networks and transoceanic 
links vital tolinks vital to HENP’sHENP’s and other major scientific programsand other major scientific programs
Review the status and plans for next generation networks Review the status and plans for next generation networks 
and network technology status and trendsand network technology status and trends
Review the issues limiting high throughput and/or Review the issues limiting high throughput and/or 
responsiveness, as seen by networked applications;responsiveness, as seen by networked applications;
and approaches to remove the limits and scale up generaland approaches to remove the limits and scale up general
GbpsGbps networking networking 
To begin to understand the potential impacts of the coming To begin to understand the potential impacts of the coming 
“self“self--aware” Data Grid systems on regional, national and aware” Data Grid systems on regional, national and 
international scalesinternational scales
Form relationships between endForm relationships between end--users and network expertsusers and network experts



HENP Meeting In Indiana [*]HENP Meeting In Indiana [*]
Approximately 30 attendeesApproximately 30 attendees

Physicists representing major experiments, software and Physicists representing major experiments, software and 
computing project managers, network engineers from HENP computing project managers, network engineers from HENP 
labs and universities, Nat’l network infrastructure providers labs and universities, Nat’l network infrastructure providers 
(I2, (I2, ESNetESNet), “), “responsiblesresponsibles” for transoceanic links (US” for transoceanic links (US--CERN, CERN, 
TranspacTranspac), DOE representatives; Indiana CIO ), DOE representatives; Indiana CIO 

Talks onTalks on
Network needs of the Experiments; the TAN WGNetwork needs of the Experiments; the TAN WG
Network connectivity status and outlook at HENP Labs Network connectivity status and outlook at HENP Labs 
ESNetESNet, I2 (Abilene and E2E), European Nets, , I2 (Abilene and E2E), European Nets, TransPACTransPAC
CANARIE, STARTAP/CANARIE, STARTAP/StarLight StarLight status and outlookstatus and outlook
Maximizing EndMaximizing End--toto--End performance: Where is the End performance: Where is the 
bottleneck in the “whole stack” (Hacker);bottleneck in the “whole stack” (Hacker);
WANsWANs for “Wide Area Physics”: (McKee)for “Wide Area Physics”: (McKee)

[*] [*] See See http://www.http://www.transpactranspac.org/meeting.html.org/meeting.html and and 
http://http://lexuslexus.physics..physics.indianaindiana..eduedu//griphyngriphyn//henpnethenpnet



HENP Meeting OutcomesHENP Meeting Outcomes
Ad Hoc Working Groups Formed Ad Hoc Working Groups Formed 

Applications requirements (L. Price/ANL, S. Wallace/IU et al.)Applications requirements (L. Price/ANL, S. Wallace/IU et al.)
?? See notes at See notes at 

http://http://lexuslexus.physics..physics.indianaindiana..eduedu//griphyngriphyn//henphenp_issues.txt_issues.txt
Roadblocks (H. Newman/Caltech, T. Hacker/UM et al.)Roadblocks (H. Newman/Caltech, T. Hacker/UM et al.)
?? See link to draft summary at   See link to draft summary at   

http://www.http://www.usatlasusatlas..bnlbnl..govgov/computing/mgmt//computing/mgmt/lhccplhccp//henpnethenpnet
Website and mailing list set up (R. Gardner). Website and mailing list set up (R. Gardner). 

See http://www.See http://www.usatlasusatlas..bnlbnl..govgov/computing/mgmt//computing/mgmt/lhccplhccp//henpnethenpnet
List Info. at http://lists.List Info. at http://lists.bnlbnl..govgov/mailman//mailman/listinfolistinfo//henphenp--netnet--ll

Decided to form an Internet2 HENP Working Group, as Decided to form an Internet2 HENP Working Group, as 
an appropriate framework for this groupan appropriate framework for this group

Coordinate with the Internet2 Applications Strategy Council;Coordinate with the Internet2 Applications Strategy Council;
and the Internet2 E2E Initiativeand the Internet2 E2E Initiative
?? HENP and the Visible Human will be the focal HENP and the Visible Human will be the focal 

Internet2 E2E disciplinesInternet2 E2E disciplines



HENP Network WG
Current and Next StepsHENP Network WG
Current and Next Steps

Internet2 HENP Network Working GroupInternet2 HENP Network Working Group
WG Draft Charter Written and sent to Internet2 Management WG Draft Charter Written and sent to Internet2 Management 
(HN; August 4); see http://l3www.(HN; August 4); see http://l3www.cerncern..chch/~/~newmannewman/Internet2//Internet2/

HENPWGCharterHENPWGCharter_V0.5hbn040801.doc_V0.5hbn040801.doc
WG welcomed by the Internet2  Applications Director (T. WG welcomed by the Internet2  Applications Director (T. HanssHanss
and the Applications Strategy Council Chair (T. and the Applications Strategy Council Chair (T. DeFantiDeFanti/UIC)/UIC)
WG BOF meeting at the Internet2 Fall Meeting in Austin [*], OctoWG BOF meeting at the Internet2 Fall Meeting in Austin [*], Octo
to review the charter and plan further stepsto review the charter and plan further steps
WG Charter will be presented,  reviewed by the ApplicationsWG Charter will be presented,  reviewed by the Applications
Strategy CouncilStrategy Council

Develop LiaisonsDevelop Liaisons
ESNetESNet Committees (ESCC and ESSC)Committees (ESCC and ESSC)
TANTAN--WG or successor Committee on HENP NetworkingWG or successor Committee on HENP Networking
Global Grid Forum: A Networking BOF ?Global Grid Forum: A Networking BOF ?
Joint Joint Techs Techs Workshop presentationsWorkshop presentations

Coordinate with I2 E2E Initiative; Network activitiesCoordinate with I2 E2E Initiative; Network activities
in PPDG, in PPDG, iVDGLiVDGL, , DataTAG DataTAG in Europe, and Start Workin Europe, and Start Work
[*] See http://www.internet2.[*] See http://www.internet2.eduedu/activities/html/fall01.html/activities/html/fall01.html



Particle Physics Data Grid
Collaboratory Pilot (2001-2003)Particle Physics Data Grid
Collaboratory Pilot (2001-2003)

DB file/objectDB file/object--collection replication, caching, catalogs, collection replication, caching, catalogs, endend--toto
Practical orientation: Practical orientation: networks, instrumentation, monitoringnetworks, instrumentation, monitoring

Computer Science Program of Work
? CS1: Job Description Language
? CS2: Schedule and Manage Data 

Processing and Placement Activities
? CS3 Monitoring and Status Reporting
? CS4 Storage Resource Management
? CS5 Reliable Replication Services
? CS6 File Transfer Services
? CS7 Collect/Document Current Exp.

Practices and Potential Generalizations

“The Particle Physics Data Grid Collaboratory Pilot will develop, evaluate and deliver vitally 
needed Grid-enabled tools for data-intensive collaboration in particle and nuclear physics. 
Novel mechanisms and policies will be vertically integrated with Grid Middleware, experiment 
specific applications and computing resources to provide effective end-to-end capability



HENP Net WG SummaryHENP Net WG Summary
In an era of worldwide collaboration, seamless highIn an era of worldwide collaboration, seamless high--performance performance 
networks are crucial to the major HENP and other programsnetworks are crucial to the major HENP and other programs

And for Grid DevelopmentsAnd for Grid Developments
We hope that advances in technology will bring theWe hope that advances in technology will bring the
GbpsGbps networks we require financially within our reachnetworks we require financially within our reach

Key technical developments for scalable, high throughput, Key technical developments for scalable, high throughput, 
responsiveness and reliability also are requiredresponsiveness and reliability also are required

Since Grids are beginning to transform the way we do scienceSince Grids are beginning to transform the way we do science
Future network requirements may evolve Future network requirements may evolve 
as fast as network technologyas fast as network technology

HENP has recently realized that networking must be planned HENP has recently realized that networking must be planned 
as a largeas a large--scale high priority  task of major collaborations scale high priority  task of major collaborations 

We must work to ensure that the necessary tools, as well as the We must work to ensure that the necessary tools, as well as the 
global network infrastructures themselves, will be there in timeglobal network infrastructures themselves, will be there in time

The HENP Network WG could have a key role in these The HENP Network WG could have a key role in these 
developments;  in coordination with PPDG and the developments;  in coordination with PPDG and the iVDGL iVDGL GGOCGGOC


