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Summary

Viewing large datasets from computer simulations is a time consuming and difficult task, 
challenging both the software and the hardware infrastructure. ORNL has created the Science 
Visualization Corridor, a 35 megapixel visualization PowerWall modeled after Sandia’s ASCI 
VIEWS Corridor, for large scale and real-time visualization and analysis capabilities for 
SciDAC applications.

Visualizing and shifting through tera-byte 
datasets generated from massively parallel 
computer simulations is similar to flying 
through the Grand Canyon in a small 
airplane.  It is necessary to see the global 
landscape in addition to focusing on the 
details.  This is difficult to do on a desktop 
display.

Oak Ridge’s visualization team has created 
an extraordinary production viewing 
environment, the Science Visualization 
Corridor, for open computing, data analysis 
and visualization.  ORNL leveraged the 
concept of massively parallel cluster 
computing, academic, commercial, and 
Open Source parallel visualization research
and the experience of the Sandia’s ASCI 
VIEWS team in creating the state of the art 
visualization facility.

Visualization for Office of Science 
applications, such as astrophysics, 
chemistry, climate, combustion, fusion, 
high-energy physics, life sciences, material 
science, nanotechnology and engineering 
sciences, can now be easily performed with 
high bandwidth to the simulation results
from the massively parallel high 

performance computational systems, such as 
the Cray X1, the IBM Regatta and the SGI 
Altix, located at ORNL’s Center for 
Computational Sciences.  The Science 
Visualization Corridor provides a rich visual 
experience and a highly collaborative 
environment for scientists to interact and 
analyze their data.  Obscure details and 
boundaries that were once fuzzy on 
conventional displays or presentation 
projectors are now clear and crisp.

Figure 1.  Simulation results of core
collapse supernovae mechanisms from 
John Blondin and Tony Mezzacappa as a 
part of the TeraScale Supernova Initiative.



Figure 2.  John Drake discusses the results 
of ocean bio-chemistry simulation using the 
Los Alamos POP code.

The flexible and portable model of scalable 
rendering and scalable display technology 
saved both time and money.  We leveraged 
visualization and parallel computing 
software developed by ASCI VIEWS, Open 
Source research and collaboration, as well as 
the research and software developments of 
SciDAC teams (e.g. ASPECT).

The heart of the Science Visualization 
Corridor (SVC) is a parallel imaging system 
capable of mirroring the scale of the massive 
data sets used in science and engineering
simulations, geographic information system, 
and biological simulations.  Applying the 
commercial graphics and entertainment 
technology, thirty six off-the-shelf PCs 
equipped with the most advanced graphics 
cards drive the 27 projectors, creating both a 
scalable graphics rendering cluster and a 
scalable high resolution display.

The Science Visualization Corridor consists 
of a 27 ft wide and 7.5 ft high screen with 
projection provided by an array of 
27 projectors arranged 3 high by 9 wide.  
The custom constructed screen is a seamless 
arrangement of three 7.5 ft by 9 ft sections.  
The screens are coated with a special 
imaging surface which is optimized for 
polarization.  They are joined at a 

135 degree angle to form an immersive 
experience for the viewer.

In the future, we plan to install passive 
stereo capabilities in the center screen as 
requested by the science applications.

Each projector is a high brightness (~3000
Lumens) 3 chip digital micro-mirror 
(DLPTM) technology.  Each projector’s 
resolution is 1280 pixels by 1024 pixels 
(Dark MetalTM ) with a billion colors.  
Projectors are precision aligned to provide 
more than 35 megapixels of combined 
display resolution.

The SVC scalable compute cluster consists 
of 36 dual processor high performance PCs, 
each equipped with a commodity graphics 
adapter and connected by a gigE 
interconnect.  Twenty seven of the 
computers are directly connected to drive 
the display with DVI.  Sources other than 
the local cluster, such as PCs, laptops, DVD 
and others can also be used.
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