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INTEL'S SCALABLE SYSTEM FRAMEWORK

A design foundation enabling a wide range of highly workload-optimized solutions
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A SYSTEMS APPROACH FOR HNNOSATION
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KNIGHT'S lANDING

NEXT-GEN INTEL" XEON PHI"
PROCESSOR

PERFORMANCE ST PERFORMANCE  MCDRAM VS, Hard Disk Drives
VS. KNC DDR4 DIMMs
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Number o f switch chips required, switch density, and fabric scalability are based o n a full bisectio nal bandwidth (FBB) Fat-Tree co nfiguratio n, using a 48-po rt switch fo r Intel®* Omni-Path
Architecture and 36-po rt switch ASIC fo r either Mellano x o r Intel® True Scale Fabric. *Other names and brands may be claimed as the pro perty o f o thers. 2.3X fabric scalability based o n a
27,648-n, de cluster co nfigured with the Intel® Omni-Path Architecture using 48-po rt switch ASICs, as co mpared with a 36-po rt switch chip that can support up to 11,664 no des.




PROCESSOR WITH THE INTEL™ OMNI-PATH ARCHITECTURE’INTEGRATIUN IS
REQUIRED FOR EXASCALE ’

* >30% reductio n in delivered MPI
message latency

* >2x messaging rate

* Bandwidth no lo nger package and
PCle limited

*>2x nodes/rack in Aurgra from
Integratio n

* 4-6x savings fo r single/dual rail HFI

e >4x reduction for Aurgra

Nex
Generation
dditic nal integratio n,
impro vements and
features

tel® Xeon Phl“‘ processor

ntel® Xeon® processor
iscrete PCle HFI

eon® processor E5-2600

v3

e Large FIT rate impro vement by
Co mpletely eliminating parts

Discrete PCle HFI
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&) openHpc

Goals for the HPC Software Community

Community name: OpenHPC Web Address: www.openhpc.community

Pro vide a co mmo n platfo rm to the HPC co mmunity that we rks acro ss multiple
segments and o n which end-users can co llabo rate and inng vate

Simplify the installatio n, co nfiguratio n, and maintenance o f a co mmon HPC
So ftware stack

Facilitate co ntributio ns and input acro ss co mmunity

Enable develo pers to fo cus o n their differentiatio n and unique area, rather than
having to spend effo rt o n develo ping, testing, and maintaining a who le stack

Deliver integrated hardware and s, ftware inng vatio ns to ease the path to
extreme scale



OpenHPC and Stack Curation Framework
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Continuous Integration Environment
-Build Environment & Source Control
-Bug Tracking

-User & Dev Forums

-Collaboration tools

-Validation Environment

“RRV” = Relevant and Reliable Version
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OpenHPC High-Level Component List (potential future add)

Base OS

Admin Tools

Pro visio ning
Reso urce Mgmt.
Cross Cutting
Runtimes

I/O Services

Numerical and
Scientific Lib’s

1/O Libraries
Co mpiler Families
MPI Families

Dev. Tools

Perfo rmance
To o ls

RHEL/CentOS 7.1, McKernel, Kitten, mOS

Conman, Ganglia, Intel® Cluster Checker**, Lmod, LosF, Nagios, pdsh, prun,
EasyBuild, ORCM

Warewulf, xCAT

SLURM, Munge, ParaStation management, PMIx, PBS Pro
OpenStack HPC suitable components

OpenMP, OmpSs, OCR, HPX-5

Lustre client
Bo o st, GSL, FFTW, Metis, PETSc, Trilino s, Hypre, SuperLU, Mumps, Intel MKL**

HDF5 (pHDF5), NetCDF (including C++ and Fo rtran interfaces), Adio s

GNU (gcc, g++, gfo rtran), Intel Parallel Studio XE (icc,icpc,ifo rt) **

MVAPICHZ2, Intel MPI**, OpenMPI, MPICH, ParaStation MPI

Auto to o ls (auto o nf, auto make, libto o l), Valgrind, R, SciPy/NumPy, Intel Inspecto r**

PAPI, Intel IMB, mpiP, pdto o lkit, TAU, Intel Adviso r**, Intel Trace Analyzer and
Co llecto r**, Intel Vtune Amplifier**, Paraver, Scalasca

RIKEN, Sandia, Intel®
Intel

community
ParTec, community, Altair
Cray

BSC, Intel, Indiana University

Argonne, ParTec

BSC, Jilich
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Scalable
Debugging &
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Tools
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High Performance
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Model Runtimes

Linux Distro Runtime Libraries

Node-specific OS Kernel(s)
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IDevelopment
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User Space
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Conclusions

e SSF is leading the way to tighter integration and therefore
quicker and more effective delivery of new technology

e Intel will contribute to the open community work needed to
scale to extreme scale

o is live - check out www.openhpc.community
open
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