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Eugene Brooks (1987) “Attack of the Killer Micros” (LLNL
Massively Parallel Computing Initiative - 1990)
Fastforward 2010+ “Attack of the Killer Cell Phones”
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Commonly asked questions in exascale: What is the
problem?

Power, energy, and heat dissipation are the central issues. Imagine a computer
with billions and billions of cell phone processors (14MW) or millions and
millions of throughput optimized cores, GPGPUs (20MW)

* How do you program it to work on one science problem?

» The architecture will be heterogeneous and hierarchical, with very high flop/
byte ratios.

« Single program multiple data bulk synchronous parallelism will no longer be
viable.

Data Movement will be expensive and computation will be cheap
* Need to present the physics so the computation occurs where the data is!

 Traditional global checkpoint/restart will be impractical: need local / micro
checkpoint (flash memory?)

Simulation codes will need to become fault tolerant and resilient
« Recover from soft and hard errors, and anticipating faults
« Ability to drop or replace nodes and keep on running
* The curse of silent errors
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Programming for the new node / Vendor
Hack-a-thons:

‘Algorithm research has been driven by

hard to use machines’
- Rob Schreiber (HP Labs)
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How does the Application Developer think about this
node?

(Low Capacity, High Bandwidth)

J0 Stacked

Core Coherence Domain

http://science.energy.gov/~/media/ascr/pdf/
research/cs/cal_ amm_v1_1.pdf

Figure 1: Abstract Node Architecture for Exascale

What Programming Model reflects the Execution Abstractions?
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2010: DOE/ASCR FOA 10-7: Exascale Co-design Center

This Program Announcement invites proposals for integrated co-
design centers to address a variety of challenges in creating
scientific codes for exascale computing systems, including the
design and development of hardware, system software,
architectural-aware numeric methods, algorithms and new
formulations of the basic application problem. It is anticipated that
these co- design centers will need to address: application
formulation, advanced programming languages, integrated
uncertainty quantification, validation and verification, new
mathematics and approaches to implementing multi- physics
problems that naturally express parallelism and locality, and data
management analysis, including visualization; all in the context of a
scientific problem area important to the DOE.
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DOE currently funds three ASCR Co-design
projects and a tri-Lab ASC Co-design project.

DOE Office of Science ASCR Co-design Projects:

Center for Exascale Simulation of Advanced Reactors (CESAR)
http://cesar.mcs.anl.gov

Director: Andrew Siegel (ANL/Uchicago), Deputy Director: Paul Fischer (ANL)
Center for Exascale Simulation of Combustion in Turbulance (ExaCT)
http://exactcodesign.org

Director: Jacqueline Chen (SNL), Deputy Director: John Bell (LBNL)

Exascale Co-Design Center for Materials in Extreme Environments (ExMatEX)
http://exmatex.lanl.gov

Director: Tim Germann (LANL), Deputy Director: Jim Belak (LLNL)

DOE NNSA ASC Co-design Project:
National Security Applications Co-Design Project (NSApp CDP)

Contacts: Sriram Swaminarayan(LANL), Rob Neely(LLNL), Hoekstra/Heroux(SNL-A)
http://nnsa.energy.gov/sites/default/files/nnsa/inlinefiles/ASC_Co-design 1-12-16.pdf
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What is Application-Driven Co-design?
(ExMatEx vision)

Domain
Science:

Exascale Community:

Domain Workload Algorithm Code Release Artifacts:
Physical Models Development Implementation HW Requirements
Algorithms SW Constraints
Simulations Proxy Applications
g " R;'(:z:lteo Documentation
reparation: Code . .
Sciegce and Mission Design CO'DeSIgn SRS Software Development:
Stakeholder Buy-in Agil ASCR X-stack, ASC CSSE
Implementation Development Hardware
Plan Incorporated Cvcl Development: Vendors,
Development Plan Design ycle Fastforward, ASCR
Elements Advanced Architecture
Cycle Artifacts:
ﬁggﬁﬁ%kgon% IPEE! g o 7 Team Roles: N
Model Feedback Analysis Cycle Master: Co-design P!
e Project Team: Labs, Univ’s
Proxy Applications Stakeholders: ASCR, ASC,
Architecture - yseqdor§ e
Evaluation ustomers: Scientists, +
\ Developers 4
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Co-design lives everywhere

Workflow of Co-design between Domain/Alg ApplicatioriCay
L . : design Centers
Application Co-design Centers, Analysis
bhar((jjlware vendﬁrs, and th$ Application
roader research community Co-Design
2 Proxy <
N o)
SA L Apps s
L & o ®
Application Desi & & 2 %
9
Pplication vesign éz- OOQ Open o/(?. Q%
i = Analysis L S
System Design '3 Vodo %
Simulators
Vendor Hardware Emulators Computer Stack
Analysis Co-Desi Science Analysis
Sim Exp o-besign Co-Design Prog models
Proto HW SW Solutions Tools
Prog Models Compilers
HW Simulator HW SyStem Runtime
Tools Design HW Constraints Software 0S, I/0, ...
Fast Forward X-Stack
Design Forward Exascale OS/R
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ExMatEx Communicates with the Exascale
Ecosystem through Proxy-Apps

= Materials Science applications present
their requirements through proxies

« Real applications have multiple
proxies

» Proxies have docs, specs, and a
reference implementation

= Ecosystem members evaluate proxies
and respond with capabilities

« This informs trade-off analysis

= Co-Design is more than just
applications and hardware
architecture

« Thereis a whole ecosystem to
influence
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Proxy Applications: represent the application workload
and requirements to the ESCE ecosystem (HW,RT,...)

A small application code that proxifies (stands for) some aspect of the computational
workflow of a full application is a proxy app.

= Kernels: standalone pieces of code that are small and performance- and tradeoft-
impacting, even though decoupled from other application components.

= Skeleton apps: apps that reproduce the memory or communication patterns of a
physics application or package, and make little or no attempt to investigate
numerical performance.

= Mini apps: apps that combine some or all of the dominant numerical kernels
contained in an actual stand-alone application and produce simplifications of
physical phenomena (the app formerly known as compact).

Proxy apps are used by the ESCE ecosystem to understand the effects of hardware and
software trade-offs, and also by co-design code team members to explore new
technologies, languages, algorithms and programming models. Proxy apps are not static,
but evolve significantly during the co-design process. Domain application code-
developers and hardware/software developers will spend significant time together
executing the co-design process. (Hack-a-thons!!!)
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Initial Set of DOE Miniapps (From Sudip
Dosanjh 10/13)

Miniapp Physics Project

CoMD Molecular Dynamics ASCR ExMatEx
LULESH Hydro ASC LLNL
MiniFE Mechanics ASC Sandia
Nek 5000 Spectral Hydro ASCR CSAR
SNAP Radiation Transport ASC LANL
SMC Combustion ASCR ExaCT

* What should a common forward looking
workload for ECP PathForward look like?
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Anatomy of a Hack-a-thon
= 2-3 days, 10-30 people, travel to vendor site

= Domain scientist gives deep dive description of physical problem and
related proxy app implementation. Highly interactive. Often 2-3 hours.

= Vendors give deep dive description of hardware designs, rationales,
programming models, tool chain.

= Small subgroups work on specific
hands-on projects.
« Typically produces useful artifacts

such as proxy app running in
simulation environment.

= App developers gain appreciation
of hardware design space.

= Vendors gain understanding
of app trade-off space.

How do we repeat this success with the rest of the ecosystem?
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Inlt Stress

How do we repeat this success with the rest of the ecosystem?




Engagements have lead to many classes of
implementations

Vendor specific, map to HW, e.g. CUDA

Directive pragma, decorative, e.g. OpenMP, OpenACC,
OpenCL, OmpSs

Separation of concerns and hiding complexity (KOKKOS,
RAJA)

Asynchronous Task models, e.g. OCR, Cn(, Legion,
OpenMP tasks, OmpSs tasks

PGAS, e.g. UPC
Hybrid: PGAS w/task , e.g. Chapel, Legion
Message driven execution, Charm++

DSL, e.g. LULESH in Liszt
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tion expression using emerging
models (Summer Sch
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Seven Pillars of Computational Materials Science

Ab-initio Atoms Long-time | Microstructure | Dislocation Crystal Continuum

Inter-atomic Defects and Defects and Meso-scale multi- Meso-scale Meso-scale Macro-scale

forces, EOS, interfaces, defect phase, multi-grain strength material material
excited states nucleation structures evolution response response

16ax16ax16a

% -8 us 0

X

Code: Qbox/
LATTE

Code:SPasSM/
ddcMD/CoMD

Motif: Particles
and

Motif: Particles,
explicit time

wavefunctions, integration,
plane wave DFT, neighbor and
ScaLAPACK, linked lists,
BLACS, and dynamic load
custom parallel balancing, parity
3D FFTs error recovery,

and insitu
Prog. Model: MP| @ visualization

+ CUBLAS/CUDA

Prog. Model: MPI
+ Threads

Code: SEAKMC

Motif: Particles
and defects,
explicit time
integration,
neighbor and
linked lists, and
in situ
visualization

Prog. Model:
MPI + Threads

Code: AMPE/GL

Motif: Regular and
adaptive grids,
implicit time
integration, real-
space and spectral
methods, complex
order parameter

Prog. Model: MPI

Code: ParaDiS

Motif:
“segments”’
Regular mesh,
implicit time
integration, fast
multipole
method

Prog. Model:
MPI

Code: VP-FFT Code: ALE3D/

LULESH

Motif: Regular
grids, tensor

Motif: Regular
and irregular

arithmetic, grids, explicit and
meshless image implicit time
processing, integration.
implicit time

integration, 3D Prog. Model: MPI
FFTs. + Threads

Prog. Model: MPI
+ Threads

Jim Belak, ExMatEx
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Proxy App: a small application code that proxifies (stands
for) some aspect of the workflow of a full application

SPaSM,

QBOX ddecMD kMC PFM ParaDIS VPFFT LULESH
I, Equil Force Propagate{ | Analyze BC Output
Restart 9 pag y P

Memory
Access Halo
Pattern Exchange

Tool for FastForward Project to
Evaluate in Context of DOE Apps

Tool to Evaluate
Network Performance

Machine
Workflow

Application
Workflow
e.g. CoMD
Mini/Compact
Proxy App

Workflow Proxy

Proxy Apps are fundamentally different from Benchmark Apps. They enable
the lessons learned from Co-design to be incorporated back into the full app.
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Molecular Dynamics (MD) - CoMD

Molecular dynamics: particles interact > :)\ A /%< C«{f’

via explicit interatomic potentials and > ) e ¢
&
-©

evolve in time according to Newton’s 3 ?\? "?@ ¢
equations of motion: 3 ? —9 @ o ¢
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Interaction potentials determine both the physics and computer science

- Complex potentials are more accurate, but can require many more floating
point operations.

 Locality of potential informs parallelization strategy, e.g. short-ranged
potentials require only point to point communication.

Challenge Problem: Can you use an exascale computer with billion-way parallel
parallelism to simulate longer in time? (not just more atoms)

Office of
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How are forces calculated in a parallel MD code?

~20 atoms in each box

O§> oo od o oo = each atom interacts with 540 other atoms
o O o = However, only ~70 atoms lie within cutoff
[0e 9o = Lots of wasted work
) Q o0 L0 = We need a means of rejecting atoms efficiently
even within this reduced set

__— Halo Region

Fixed geometric domain decomposition limits scalability for any heterogeneous
problem. Furthermore, statistical fluctuations in the force calculation between
processors leads to an effective scalar term that also limits scaling (Amdahl’s law).

Office of
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Domain decomposition strategy for ddcMD (Dave
Richards and Jim Glosli)

Design requirements:

e Run efficiently on arbitrary
number of processors

o Excellent weak scaling to extend
size of simulation

» Excellent strong scaling to extend
MD time scale

Solution:

 Particle-based domain decomposition - processors own particles, not
regions - allows decomposition to persist through atom movement

e Maintain minimum communication list for given decomposition -
allows extended range of “interaction”

 Arbitrary domain shape - allows minimal surface to volume ratio for
communication

Office of
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Task-based programming: Change in perspective
from “worker?” to “work.” Do the work where the
data is!

2 |20l
O O
O Q O ! 7
00 lo—J°"0 e ) Pad
e o 5
e O S—<—0
() O /
°XLo 2
QO/OOO
MD “MPI”’ Charm++
Worker Decomposition Work Decomposition

c.f. http://charm.cs.uiuc.edu/
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2014 LLNL Co-Design Summer School focus on Task-

based Programming (Whlteboard Prlceless')

Offic
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Students and Programming Models

= Sam Reeve (Purdue) LAMMPS, CoMD, leanMD
= Riyaz Haque (UCLA), CNC (Habenero-C)

= Luc Jualmes (Barcelona) OmpSs, Chapel

= Sameer Abu Asal (LSU) C++11 futures, HPX

= Aaron Landmehr (Delaware) OCR

= Sanian Gaffer (NM-State) UPC++

= Gheorghe-Teodor Bercea (Imperial) PyOP2 DSL

= Zach Rubinstein (Chicago), Troels Henriksen
(Copenhagen) Embedded DSL

© |lo o 0 4
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Task and data
dependency graph

mﬁm—.ﬁ—.:—

Compute :
Forces Propagate Migrate
Atoms Atoms
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All Models have Merit

= What did we learn:

» No Free Lunch: Strong “Runtime” required to coordinate Work
Decomposition

« Would like to be able to give runtime hints:
— Schedule tasks to minimize race conditions
— Schedule tasks to minimize data movement
— Schedule tasks for data reuse (cache)
« Data locality matters:
— static specification of data layout is norm (there are exceptions)
— need dynamic for load balancing and data migration

— Q: Can the runtime discover data decomposition patterns? E.g.
surface to volume from heterogeneous communication
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© Offos
@ Lawrence Livermore National Laboratory @ ENERGY  scence

26




The fundamental challenges facing the development
of application codes for extreme-scale computing
hardware are:

sustainability (the code lives for multiple generations of
hardware);

portability (the code compiles and runs on hardware from
multiple vendors ranging from desktop to high
performance computing);

performance (the code makes optimal use of available
hardware resources); and

productivity (the code is maintainable, refactorable, usable,
and easily evolved).

@ Lawrence Livermore National Laboratory
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Application codes that are successful at these
challenges separate concerns:

= The encapsulation of computation so that no function has
side effects that inadvertently effect other functions;

= The regularization of irregular objects by pre-analysis to
present application work to best utilize available hardware;

= The separation of work from worker: focus on the

application work and present the work so that the OS/RT
can best schedule the work on available hardware; and

= The separation of application data layout from machine
memory layout: present the data layout as required by the
application work and use domain maps to best utilize
machine physical memory layout
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for Scale-Bridgin
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ExMatEx and Materials Science Workflow: The 7 Pillars of
Materials Science and Adaptive Physics Refinement

Ab-initio Atoms Long-time | Microstructure | Dislocation Crystal Continuum

Inter-atomic Defects and Defects and Meso-scale multi- Meso-scale Meso-scale Macro-scale

forces, EOS, interfaces, defect phase, multi-grain strength material material
excited states nucleation structures evolution response response

16ax16ax16a
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Code: Qbox/ Code:SPaSM/ Code: SEAKMC | Code: AMPE/GL Code: ParaDiS Code: VP-FFT Code: ALE3D/
LATTE ddcMD/CoMD LULESH
Motif: Particles Motif: Particles, Motif: Particles | Motif: Regular and Motif: Motif: Regular Motif: Regular
and explicit time and defects, adaptive grids, “segments”’ grids, tensor and irregular
wavefunctions, integration, explicit time implicit time Regular mesh, arithmetic, grids, explicit and
plane wave DFT, neighbor and integration, integration, real- implicit time meshless image implicit time
ScalLAPACK, linked lists, neighbor and space and spectral integration, fast processing, integration.
BLACS, and dynamic load linked lists, and | methods, complex multipole implicit time
custom parallel balancing, parity in situ order parameter method integration, 3D Prog. Model: MPI
3D FFTs error recovery, visualization FFTs. + Threads

and in situ Prog. Model: MPI Prog. Model:
Prog. Model: MPI | visualization Prog. Model: MPI Prog. Model: MPI
+ CUBLAS/CUDA MPI + Threads + Threads

Prog. Model: MPI

Why does most Materials Science not use Leadership Class HPC?
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Direct multi-scale embedding requires full
utilization of exascale concurrency and locality

Heterogeneous, hierarchical task-based MPMD
algorithms: -

= Escape the traditional bulk
synchronous SPMD paradigm

= Map naturally to anticipated | : L
heterogeneous, hierarchical
architectures | /

= Leverage concurrency and
heterogeneity at exascale while
enabling novel data models, power
management, and fault tolerance strategies
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Tradeoff: re-use vs. re-computation of

expensive fine-scale model results

Eventually
Subdomain 1 : Loccy consistent
CSM ~ Adaptive g
) U Sampler DB$ distributed
p ubdomal R — database
0 5
Ry O DB
Q eV
>
Subdomain N-1. . Node N/2 DB
Adaptive | )
_ . Sampler DB$ N———’
SubdomainN - "~ R o
\ /
-l
n-demand fi
OSCcajlee n?ogelg : il FSM y FSM
\ Vo Na A g .
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Several practical challenges must be
addressed

= Interoperability between (often) legacy coarse and fine-
scale models, and backing database

 Scale-bridging implementations to date often “hacked” to work
within MPI

« “Monolithic” programming models (e.g. Charm++, Chapel) may
require impractical rewrites of entire code base

« Web/cloud technologies are often service-based, and emphasize
programmer productivity, code agility, and code maintainability over
performance

« Component-based frameworks (e.g. Uintah, Pathos) have
demonstrated success for multiphysics HPC applications

= Distributed database

« Most implementations depend on conventional TCP/IP, which is
often not supported on HPC software stacks (Infiniband)

 Stanford’s RAMCloud an interesting option
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© Office
@ Lawrence Livermore National Laboratory @ ENERGY  scence




The new Co-design RFI for ECP has 3 essential
themes:

= Motifs and meta-motifs that span multiple application
codes (see 7 Pillars of Comp. Mat. Sci.)

= The first generation Co-design process (Proxy apps and
Hack-a-thons)

= Shared milestones with App Dev projects (proto apps and
what-if questions)

What is missing?
= Shared milestones with the SW projects

= Forward looking workload for the PathForward and other
HW development projects (prototype Apps, workloads for
tomorrows problems)
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Parting Thoughts:

= Has Co-design influenced the System? It certainly has
changed the dialog in the development eco-system:

« Proxy Apps are not benchmark apps! They are reference
implementations of a Physics concept for future Apps, meant to be
morphed by new programming concepts and algorithms and used to
assess design concepts

« Hack-a-thons are intimate engagements with Vendors (and SW
developers) to put the App developer into the head of the HW
developer and to put the HW developer into the head of the App
developer to perform up-front analysis of design concepts

« Up-front analysis places increased emphasis on simulators and
proto-type hardware (see Jim Ang)

« Co-design lives everywhere and every component of the exascale
development eco-system needs to do co-design. The origin scope of
the ASCR co-design centers was too broad.
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Workflow for Design Optimization of Additively
Manufactured Parts (Integrated Computational

Design
Requirements

l

Engineering)

Local Material Properties:

Characterization, Material Test, Virtual Test

Process

Optimizati Specification
ptimization: Obtimi
ptimized . .
Topolog¥ .| Design Ensure Process AM Ma:l;:lcr;e Build
RePf'OdUC'b'l'tY Specification Build-ability Feed-forwarg ..
Residual Stress N Characterization
Build Variations N Build
p . . . Variations
Ensure Design Specification Ensure AM Part Build
Meets both Design and AM i X
Build Requirements Meets Design Requirements
A 4 A 4
< Optimized Design < > Qualified AM Part
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