Massive Computing System Making In-Roads

On Superconductor Behavior

Sixty-four refrigerator-sized units use 2 million Watts of electrical power

In a demonstration of massive
computing power, researchers ar
(Oak Ridge National Laboratory
have employed two Cray Research
suP:rmmFuh:ls—ulthnut 6,000
processors and 43 wrillion floating

Int operations per second—to
make a breakthrough in the study
of superconducting marerials.

T]'II:' CDnlpu‘ting Etud}', Pﬂ.'l'-
formed ar dhe lab's Nanonal
Center for Computarional
Science, definitively showed that
superconductivity can be described
tl'lm“gl'.l. a mﬂdx'mﬂtiﬂt E.FPIﬂﬂi:h
known as a 2-D Hubbard Model.
Equally significant, the research
opens the door for the use of such
models and supercomputers in
astrophysics, climate modeling,
and nanoscience.

“The way we were able to apply

43 teraflops of computing power

showed we can accomplish break-
through scence in a vanety of sci-
entfic domains ar a similar scale,”
notes Jeff Michols, direcror of the
Natinnaf Center Fur C{.‘ll‘l‘.lP-th:ItiUI'l:ll
Science at Oak Ridge.

The machines, including a
1,024-processor Cray X1Eand a
5,088-processor Cray XT3, are
I'.l.ﬂJl.'lSL"d. in 6'4 m&iFTﬂtDr—i‘lIﬂi C-'.Ib"-
nets in a 40,000 square-foot com-
puter room at Oak Ridge.

Dense packing of so many
processors, however, creates its own
set I'.'Fl'—ci'lﬂ“fngﬂq Tl“;' J.al'.l“s E“mpuf-
ing specialists say. Operation of all
the unirs bums as much as 2 MW
of electrical power. Moreover, the
Cray X1E%s densely-packed proces
XIS NN 50 hﬂt tI'.l.:l.t II'LI'."‘H' must I:‘C'
cooled with en exotic method dhar
calls for liquid Fluorinert to be
sprayed directly onto the chips,

drawn off and re-
circulared.

Scentists ar the lab
say they needed the
6,000 processors
working in unison—
and, in particular the

1,024 vector processors of the Cray

X1E—in order to prove that the
H“hl'.'\ﬂ.rd h’{Dd.l'_'I Cl::l'l.l.ld. '.-.f SUCCCSRS~
fully applied to superconductiviry.
Vector processing, in which an
entire vector of numbers is
processed with a single operation,
was key to making the Hubbard
Model wark, they say.

“Because of the way the
Hubbard Model code was writren,
we were able to take advantage of
VeCtor Pfﬂ:c‘l!irlg J.l'.l.d ﬂFL"r.'.ltl: at
higher efficiencies,” Nichols says.
Nevertheless, he adds, the super-

conductivity simulations ook

Cray Re-
:lnrr.h'i XT3:54
cabinets, 5,088 processors,

weeks of “compute time.”

Computing specialists ar the
F-'.l.fj.]j.t'}r 51}' I:I'.u.'ir gﬂ:ll i.! (4] PID-
vide more supercomputing capa-
bilicy to other sciendfic endeav-
ors—ranging from fusion simula-
tion to climate modeling—that
rc‘::]llirc h“gl’.‘ Amounts n!F com-
pute power and time.

“We're not trying o tme-share
this to thousands of users,”
Nichols says. “We want to provide
t]'lf_" "'.'!'I'I.ﬂ].f resource to a ff“' LISCES
to solve a handful of very high-
level problems.”

—Charles | Murray
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