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§ PGAS programming model 
§ Shared data is in global variables or allocated on the symmetric heap 
§ Supported operations: 

•  Remote memory access (PUT/GET) 
•  Remote memory atomics 
•  Synchronization 
•  Collectives 

SHMEM 
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SHMEM atomics 

§ Single-element atomics: 
•  32/64 bit 
•  add - nonblocking 
•  fetch&add, swap, compare&swap - blocking 

§ One-sided semantics 
•  Target PE is expected to carry out the operation without explicit library call. 

§ Operations which wait for result 
•  Cannot perform in lazy fashion 
•  Response time is critical to performance 

 

So how do we do it with InfiniBand? 
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Transports supported by InfiniBand hardware 

§ UD 
•  Unreliable datagram 
•  Send/receive semantics 
•  O(1) memory consumption 

§ RC 
•  Reliable connection 
•  Send/receive, RDMA, 64bit atomics 
•  Extended atomics* (masked, 32-bit) 
•  O(N) memory consumption 

§ DC* 
•  Dynamic connection 
•  Send/receive, RDMA, Extended atomics 
•  O(1) memory consumption 

 
* Mellanox extension, available in Connect-IB HCA 
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Option 1: UD + progress thread 

§ All atomics are done in software 
•  Send active message with atomic operation parameters 
•  Target issues CPU atomic operation 
•  Possibly send back a reply 

§ Progress thread to simulate one sided semantics 
•  Sleep on CQ event 
•  Incoming active message wakes up the thread 

§ Pros: 
•  Supported on all HCAs 
•  Scalable 
•  Any atomic operation can be supported 
•  Atomic with respect to CPU 

§ Cons: 
•  Adds interrupt latency (7-8 µsec) 
•  Consumes CPU cycles 
•  Detect when application is polling 
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Extended Atomics 

§ Connect-IB adapters add several atomic operations not defined in IB spec 
§ Extended atomic operand size 

•  Variable size, from 1 to 256 bytes 
§ Masked Fetch&Add 

•  Allows breaking the operation to “fields” by cutting-off the carry 
§ Masked Compare&Swap 

•  CompareMask selects which bits to compare 
•  SwapMask selects which bits to swap 
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Option 2: RC + Extended atomics 

§ All atomics are done in hardware 
•  64 bit Fetch&Add, Compare&Swap are standard by IB spec 
•  Add is doing Fetch&Add without waiting for reply 
•  32-bit atomics are done as extended atomics 
•  swap is extended Compare&Swap with CompareMask=0 

§ Pros: 
•  Hardware offload, does not consume CPU cycles 
•  One-sided semantics 
•  Bare-metal latency (a round-trip) 

§ Cons: 
•  RC memory consumption grows linearly 
•  On large scale, not all RC QPs can fit into on-chip memory 
-  which requires PCIe fetch and increases latency 
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DC Transport 

§ Reliable 
§ Supports all RC semantics 
§ Single DC QP can send to multiple destinations 
§ Scalable: 

•  Memory cost is fixed 
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Option 3: DC + Extended atomics 

§ Best of both worlds 
•  Hardware atomics 
•  Fixed time and memory costs 

§ Algorithm: 
•  Pop DCI from the head of a queue (pool) 
•  Post-send atomic operation 
•  Push DCI to the tail of the queue 

DCI 
pool 

Logical connections 
PE 0 
PE 1 
PE 2 

PE (n-1) 

… 

PE 3 
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But what about intra-node communication? 

§  Intra-node communication is best with shared memory 
•  Direct-mapped heap 
•  Direct memory access 
•  CPU atomics 

§ CPU and HCA are not atomic with respect to each other 
•  Must use either all-SW or all-HW atomics 
•  In all-HW mode, node-local atomics use HCA loopback 

§ Future solution: PCIe atomics 
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Mellanox HPC-X™ Advantages 

§ Complete MPI, PGAS/OpenSHMEM/UPC package for HPC environments 

§ Fully optimized for Mellanox InfiniBand and 3rd party interconnect solutions 

§ Maximize application performance 

§ Mellanox tested, supported and packaged 

§ For commercial and open source usage 
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Enabling Highest Applications Scalability and Performance 

Mellanox Ethernet (RoCE) Mellanox InfiniBand 

Platforms (x86, Power8, ARM) 

Operating System 

Mellanox OFED®  
PeerDirect™, Core-Direct™, GPUDirect® RDMA 

Mellanox HPC-X™ 
MPI, SHMEM, UPC, MXM, FCA 

Applications 

3rd Party Standard 
Interconnect 

(InfiniBand, Ethernet) 

Comprehensive MPI, PGAS/OpenSHMEM/UPC Software Suite 
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Complete High-Performance Scalable Interconnect Infrastructure 

Complete MPI/OpenSHMEM/PGAS/
UPC package  

   Management 

Unified Fabric Management 

Accelerators 

GPUDirect RDMA 

Comprehensive End-to-End Software Accelerators and Managment 

Software and Services ICs Switches/Gateways Adapter Cards Cables/Modules Metro / WAN 

At the Speeds of 10, 40 and 100 Gigabit per Second 

Comprehensive End-to-End InfiniBand and Ethernet Portfolio 



Thank You 


