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High Performance computing clusters are a significant part of modern scientific computing. At Oak Ridge 
National Laboratory (ORNL), two such systems exist for the advancement of science. The first is a 
64-node Pentium IV cluster with 100/1000 Mbps Ethernet interconnects named XTORC. The second is a 
64-node Opteron cluster, also with a 1000 Mbps Ethernet interconnect as well as a Quadrics interconnect. 
The intent for the summer project is to learn about benchmarking cluster computing systems, and to 
benchmark these two specific clusters using the standard suite used for the TOP500 list. The TOP500 list 
is a project started to provide a reliable basis for tracking and detecting trends in high-performance 
computing. Since these two systems have different interconnects and different processors, it is important 
to understand the types of applications that will perform well on each. To benchmark these systems we 
chose to use the High Performance Linpack (HPL).  HPL is one of the standard tools used for 
benchmarking clusters that solves a random dense linear system using double precision. HPL uses Basic 
Linear Algebra Subprograms (BLAS) that are high quality "building block" routines for performing basic 
vector and matrix operations. Automatically Tuned Linear Algebra Software (ATLAS) offers the ability 
to custom tune the BLAS subroutines to a particular system. Using ATLAS enables the HPL benchmark 
to achieve the highest performance on a given platform. HPL relies on the Message Passing Interface 
(MPI) to perform any communication across the cluster. Results obtained may be used as a standard for 
those who are competing to get on to or to remain on the TOP500 list.  
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