Compiler Benchmarking: Performance Comparison on Linux clusters

Compilers must contain sufficient intelligence to generate code that will efficiently execute on a target machine's architectural configuration. This is a difficult task, given the heterogeneity of the various "PC" style computers ranging from simple single processor 32-bit desktops to multi-processor 64-bit servers. A compiler translates source 

code into machine code that the computer will ultimately run.  This research effort will examine the performance of various compilers both with and without their optimization techniques. Various compiler benchmark codes will be employed to determine the effectiveness of the optimizations. Compiler benchmarks primarily focus on execution time, resource usage, and code generation.  Various compiler optimizations will be used in an attempt to make objects more efficient in terms of time and size.  Although time and size usually work hand and hand, different levels of optimization are available to try to decrease execution time, minimize memory usage, or both.  The research will focus on execution speed and memory usage.   The Portland Group Inc., Intel, and GNU compilers are evaluated in this research.  Benchmark results will be presented from runs on Oak Ridge National Laboratory (ORNL) Linux clusters: Tennessee Oak Ridge Cluster (TORC) and eXtreme TORC (XTORC)
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