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FY 2004 Accomplishment
Network Dynamics- “Analysis and Stabilization of Network Transport”
Nageswara S. V. Rao, Oak Ridge National Laboratory

Summary

The dynamics of network transport protocols are complicated, and must be explicitly accounted in several DOE applications involving instrument control and interactive visualizations. We developed analytical methods to establish the chaotic dynamics of network transport methods under certain. We collected precise measurements of transport parameters for actual Internet connections, and showed that their dynamics are a complicated mixture of chaotic and stochastic behavior. Then by utilizing stochastic approximation methods, we developed methods that achieve provably stable transport streams with predictable end-to-end delays. We achieved stable transport channels over a variety of wide-area network connections.
The next generation DOE large-scale scientific applications continue to push the envelope of network technologies by requiring capabilities unprecedented in current environments. The most cited requirement is the sustainable throughput at a multiple Gbps rate over long haul connections. In addition, several of these applications require the control of processes over wide-area networks for tasks such as computational steering, remote interactive visualization and instrument control. For example, the terascale supernova initiative requires the interactive visualization of remote datasets as well as on-line steering of computations, both of which require stable control loops over wide-area networks. Such control capability requires that the commands be sent with predictable delays, which are in stark contrast with the delays experienced over the Internet, particularly by the messages sent using TCP.  Unpredictable network delays could result in the idling of supercomputers waiting for coordination messages, and uncontrolled delays and jitter can result in the lack of control or destabilization of network control loops. 
The end-to-end dynamics in computer network are due to the cumulative effect of traffic in the network as well as various router and host mechanisms. Consequently, the observed end-to-end behavior exhibits complicated dynamics. Transmission Control Protocol (TCP) is most often used to transport commands, but it inherently lacks the ability to maintain a stable and smooth goodput at the destination. We analytically showed that TCP exhibits chaotic dynamics under certain conditions. Our analysis is based on showing that the Additive Increase and Multiplicative Decrease (AIMD) congestion control mechanism used in TCP gives rise to a two-dimensional tent-like Poincare map, which generates chaotic trajectories under certain conditions. Earlier, we also illustrated such behavior by explicitly computing the attractors and trajectories using simulations. Also, TCP measurements collected at the message level indicated very complicated behavior, but they represent only the “cumulative” effects of TCP internal variables. The question of whether or not TCP exhibits chaotic dynamics in practice has not been answered, partly because of the lack of precise measurements and specialized analytical tools.
We collected TCP, congestion window and roundtrip time measurements at millisecond resolutions using net100 instruments. We then performed a detailed analysis using time-dependent exponent plots. On all the traces we collected, our analysis indicated a complicated combination of chaotic and stochastic behavior. The chaotic behavior is due to the non-linearity of AIMD dynamics and the stochasticity is TCP’s response to the randomness in the Internet traffic. Nevertheless, to stabilize transport dynamics, it is essential that both the behaviors be explicitly accounted for. We avoid the chaotic behavior by using window-based protocols that do not use AIMD method. To account for the randomness, we developed a new class of transport control protocols based on the dynamic stochastic approximation methods. 
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Figure 1 Network connections of two different Internet Links

Our method is window-based wherein the source-sending rate is dynamically controlled based on the performance measurements (at the source) that yield estimates for the destination goodput and loss rate. The adjustment terms are weighted by the step-sizes, which are non-negative numbers that eventually die down to zero but slower than a certain rate specified by the classical Robbins-Monro conditions. We analytically established the convergence and stability of our protocol in a probabilistic sense under very general conditions. 

The flow stabilization experiments have been conducted on two different multi-hop connections, one between at Oak Ridge National Laboratory (ORNL) and Louisiana State University, and the other between ORNL and at Georgia Institute of Technology. For each set of measurements, there was significant background traffic. Our method achieved stable transport rate in both cases as shown in Figure 2. We also executed our method over different network connections, and the stabilization performance has been very robust.
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Figure 2. Stabilization at 20Mbps between ORNL and GaTech on OC192 connection. 
In our future efforts, the stochastic approximation methods will be extended to account for the loss rates and other network parameters. These protocols will be integrated into applications to support the interactive visualization and computational steering tasks.
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