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Summary

DOE UltraScienceNet is an experimental network testbed that enables the development of required networking technologies by providing high-performance wide-area network connectivity between select sites. This testbed provides on-demand dedicated high bandwidth channels for large data transfers, and also high resolution stable channels for finer control operations. UltraScience Net is unique among the national testbeds in that it is the only one with multiple lambdas provisioned by layer-1 switches in a redundant, robust, and flexible mesh. The design of the backbone, consisting of dual 10Gbps links from Oak Ridge to Chicago to Seattle to Sunnyvale has been completed The design was reviewed by the UltraNet Engineering Team at a meeting held at Fermi Lab in November, with specific details for the Chicago (Starlight) configuration verified at a follow-up meeting at O'Hare airport in June. The design of a secure control plane capable of providing on-demand dedicated bandwidth channels to applications has been completed. The first phase of the procurement of required equipment and contracts has been completed for 20Gbps connectivity expected to be available in Fall 2004.  

The next generation of 100 Teraflop supercomputers proposed for DOE large-scale science computations holds an enormous promise for meeting the demands of a number of large-scale computational science projects and programs from fields as diverse as earth science, high energy and nuclear physics, astrophysics, fusion energy science, molecular dynamics, nanoscale materials science, and genomics. These computations are expected to generate hundreds of petabytes of data at the computing facilities, that must be transferred, visualized and steered by geographically distributed teams of scientists. Similarly, in the experimental science arena, DOE currently operates several extremely valuable experimental facilities, for example, the Spallation Neutron Source. The ability to remotely conduct experiments, then transfer the large measurement data sets, can significantly enhance the productivity of scientists and facilities. Indeed, the above networking capabilities add a whole new dimension to the access of these computers and user facilities, thereby eliminating the “single location, single time zone" bottlenecks that plague these valuable resources. 

The required network capabilities in terms of both usable high bandwidth and precision control are extremely difficult to support over the current ESnet and Internet, primarily due to their shared nature coupled with the unpredictability in traffic levels. By utilizing dedicated channels over switched circuits these difficulties can be completely eliminated.  The existing testbeds for providing such channels typically have a very small footprint or bandwidth, offer only a single lambda or sub-lambda, have typically been provisioned using layer-2 switches (which introduce their own problems), and are not field hardened for wide-area deployments and cyber defense.

UltraScienceNet is an infrastructure testbed to facilitate the development of networks with unprecedented capabilities for supporting distributed large-scale DOE science applications. It links Oak Ridge, Chicago, Seattle and Sunnyvale as shown in Figure 1, where each connection is supported by two 10 Gbps long-haul links. It provides on-demand dedicated channels to connect resources at multi-, single- and sub-lambda resolution. Its backbone is implemented over robust carrier-class SONET switches, able to set up circuits at OC1 granularity.  Users can utilize hosts located at UltraScienceNet edges or connect to it through their own specialized connections. Various types of protocols, middleware and application research projects in support of DOE large-scale science applications can make use of the provisioned dedicated circuits. 

The design has attracted considerable attention, and the authors have given invited papers at the Geneva GNEW conference in March, as well as the NASA Optical Technology Workshop at Ames in August.
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Figure 1. UltraScienceNet provides dedicated high bandwidth and high resolution channels across the country to support the development of network technologies for DOE large-scale science applications.

The radical departure of DOE UltraScienceNet from the Internet (a shared packet switched network) has presented several design and deployment challenges. There is no precedent for deploying such networks at this scale. The design of the backbone consisting of dual 10Gbps lambdas has been completed, utilizing the ORNL network infrastructure from Oak Ridge to Chicago, and National Lambda Rail from Chicago to Sunnyvale. The first phase of the procurement of required equipment and contracts has been completed. The first phase of 10Gbps connectivity is expected by end of August 2004 from Oak Ridge to Chicago, followed by test traffic between Chicago and Sunnyvale in September.  Full deployment with 20 Gigabits will follow in the fall.

The ability of the applications to actively access the control plane of UltraScienceNet has posed unique deployment challenges that are not faced by the Internet and not addressed by existing methods. It potentially opened the infrastructure to cyber attacks that could hijack control and then prevent recovery through denial-of-service attacks. We have designed a control-plane using a Virtual Private Network (VPN) that provides protection against such attacks. The control-plane is implemented using a centralized scheduler that (a) maintains the state of bandwidth allocations on each link; (b) accepts and grants requests for current and future channels to applications; and (c) sends signaling messages to switches as required by the schedule for setting up and tearing down the dedicated channels. The control-plane is supported by a number of VPN hosts, which activate the signals to the respective switches. This scheme facilitated the immediate deployment using the interfaces currently available across all switches of the UltraScienceNet backbone. The procurement of the required equipment for the control-plane including VPN hardware and hosts has been completed.

For further information on this subject contact:
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Office of Advanced Scientific Computing Research

Phone: 301-903-9960

tndousse@er.doe.gov






Global Architecture for DOE UltraScience Net





Switches





MPLS-link via ESnet





2 x OC192





Attached Sites





Gig-E Attached Linux Storage





WhiteRock Mini-MSPP /w Gig-E





SLAC





ORNL





PNNL





FNAL





Seattle





ANL





Starlight





LBL





Sunnyvale



























































_______________________________
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