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Summary

The ORNL Mass Storage System (MSS) provides support infrastructure for the supercomputing activities of the Center for Computational Sciences (CCS). Over the years, its primary goal has been reliable data storage for all CCS customers. This requirement is not a static one. Increases in use and improvements in hardware capabilities lead to a need for constant improvements in the MSS capabilities.

Over the last year or so, a focus has developed on the support of critical time-sensitive simulations such as the Intergovernment Panel of Climate Change (IPCC) computational runs and the support of Grid related activities.

Mass Storage System Capacity Highlights

The volume of data stored in the MSS continued the trend demonstrated for the past six years—annual doubling. In August, the quantity of stored data exceeded 375 terabytes with the average rate of storage approaching 18 terabytes/month. The number of files stored exceeded five million. The support of the National Leadership Computing Facility at Oak Ridge National Laboratory (ORNL) will likely cause the data storage rate to exceed the doubling trend in the next fiscal year.

Our largest customers—the Atmospheric Radiation Measurement program (ARM)

and Climate—have very different usage patterns for the MSS system. ARM data represents about 20% of the capacity used, and half of the files stored within the MSS, while Climate data represents about 40% of the capacity used, and 20% of the files stored.

The Climate group has had the largest usage capacity growth in the MSS due primarily to the IPCC climate runs that are ongoing on one of the CCS High Performance Computing (HPC) platforms. 

Hardware Upgrades

To keep up with the current and projected requirements of the MSS system, a series of upgrades has been completed. One major improvement has been the procurement of a new FibreChannel disk array from Data Direct Networks, increasing the disk cache of our MSS by a factor of two.

As our quantity of stored data increases, we stress the throughput of data to the MSS. To assist in data movement, two data movers were added to the MSS along with four terabytes of SSA disk cache. 

Software Upgrades

The MSS has been managed with HPSS software since 1997. This fiscal year we began testing the newest release of the software, version 5.1, with a plan to move to this version in the first quarter of CY05. This new version introduces a new database to be used as a metadata server that will increase the overall effectiveness and speed of HPSS and in particular boost small file transfers. We have upgraded the Hierarchical Storage Interface (HSI) software to its most recent level.

File Transfer Mechanisms

Demands of the Neutron Sciences and SciDAC applications—especially  the Earth System Grid (ESG) Initiative—have made it clear that an important capability for a production MSS is the ability to transmit data over Grid networks. Further, the parameters of such a capability include ease of use, reliability and high bandwidth. 

ORNL Storage Group members are working directly with Grid researchers in the TeraGrid and ESG activities to provide access to the MSS using Grid technologies. 

HSI, the primary method of accessing HPSS, has been “grid-enabled” and is being tested for use by the ESG group.

Conclusion

During this fiscal year, many improvements in the performance, reliability and capacity of the ORNL Mass Storage System have been completed. These improvements have been vital to support the increasing capacity and use of the ORNL supercomputing facilities. In addition, to improve access to the results of science performed on the supercomputers, we have implemented important new techniques for transmitting data to consumers. 

It is important to note, however, that as the HPC activities of the CCS grow in size and use, numerous additional improvements in MSS capacity and bandwidth will be required to support the analysis and visualization of the data produced on these HPC resources.
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