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Next-generation scientific software simulations are complex multidisciplinary applications. Harness software framework provides parallel software “plug-ins” that adapt the run-time system to changing application needs in real time. This adaptable and pluggable foundation provides the basis for the design of a modular adaptable Linux operating system (OS).

Harness brings expertise in the dynamic assembly of system services using reusable plug-in software modules. It also provides technology necessary to build modules for low-level OS services and communication, middle layer programming models and I/O, and application level reliability, availability and serviceability. These new capabilities will be incorporated into the OS design. Harness technology also includes the Fault-Tolerant Message Passing Interface (FT-MPI), which is critical in ultra-scale production scientific simulation runs that execute for days or weeks.
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Recent improvements in the Harness software use a lightweight kernel, moving previously integrated responsibilities into plug-ins, making the software more versatile and adaptable. All the basic components needed for fault-tolerant heterogeneous distributed scientific computing, including communication, distributed control and event notification, have been converted into plug-ins to make them easily reconfigurable and hot-swappable at runtime. Harness has also been equipped with RMIX, an object-oriented multi-protocol networking framework, initially developed in Java by the Harness team at Emory University. RMIX provides remote method invocation services using different protocols and mechanisms, including RPC, Java RMI and XML based SOAP. RMIX offers asynchronous and one-way invocation to hide network latencies and improve application performance, and enables communication with other low-level middleware software as well as high-level Grid computing software.
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