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The random fuse model has been introduced in 1985 to analyze the electrical breakdown of disordered media. Mapping electrical quantities to scalar elasticity, the model provides a relatively simple method to study fracture of heterogeneous media. The model was intensely studied in the last 20 years to address several important issues in materials science and theoretical physics such as the size effects of fracture strength, the statistical properties of internal damage, and the effect of disorder on the crack morphology. In addition, the original model was generalized in various ways to take into account different forms of disorder and failure criteria, providing a useful playground to test theoretical ideas and model material properties. 

Most of the results obtained for the random fuse model were based on numerical simulations and suffered from high computational cost involved in solving Kirchhoff equations through conjugate gradient or relaxation algorithms. The principal computational bottleneck in modeling of material breakdown using large discrete lattice networks stems from the requirement to solve a new large set of linear equations every time a new lattice bond is broken. Consequently, the largest lattice size in two-dimensional studies of fracture has so far been limited to a size of 128-by-128. In order to derive scaling for material breakdown, it is necessary to have simulation results spanning several orders of length scales. To address this problem, we have developed efficient algorithms based on multiple-rank sparse Cholesky downdating [1]. Using the developed algorithms, it was possible for the first time to simulate fracture of a two-dimensional 1024-by-1024 triangular lattice [2]. Based on numerical simulations that span three orders of length scales, we have developed scaling laws for damage evolution in disordered brittle materials. These recent large-scale numerical simulations shed light on the controversial problem of size effects [3]. 

In our recent study, we have extended our original algorithm presented in [1] to discrete spring and beam lattice networks [4]. Using the algorithm presented in [4], we were able to investigate damage evolution in larger spring lattice systems (512-by-512), which to the author’s knowledge is so far the largest spring lattice system used in studying damage evolution using initially fully intact lattice systems. Figures 1 and 2 present the snapshots of damage evolution in a 256-by-256 triangular spring lattice system.  
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Fig 1: Snapshots of damage (broken bonds) evolution in a typical triangular spring lattice system of size 256-by-256 with an increasing applied vertical displacement. Number of broken bonds at the peak load and at failure is 13864 and 16695, respectively. (a)-(i) represent the snapshots of damage after breaking nb number of bonds. (a) nb = 5000 (b) nb = 10000 (c) nb = 12000 (d) nb = 13000 (e) nb = 14000 (close to peak load) (f) nb = 15000 (g) nb = 15500 (h) nb = 16000 (i) nb = 16500 (close to failure)
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Fig 2: Scaled stress distribution corresponding to the snapshots of damage in Figure 1.

3-D Results

For three-dimensional fracture simulations, the memory demand brought about by the amount of fill-in during sparse Cholesky factorization favor iterative solvers. However, critical slowing-down associated with the iterative solvers close to the macroscopic fracture (critical point) limit the large-scale simulation of 3D fracture using discrete lattice networks. Recently, we have developed a block-circulant preconditioner that alleviates the critical slowing-down close to the critical point. Using this algorithm [5], we were able to simulate the largest 3D lattice system of size 48-by-48-by-48 in less than 36 hours on a single 1.3 GHz IBM Power4 processor. Earlier, each simulation of the same lattice system has been reported to have taken many days using a parallel code. 

Figures 3 and 4 present the snapshots of damage evolution and the spanning cluster for a 3D cubic lattice system of size L=48. 
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Fig 3: Snapshots of damage in a typical cubic lattice system of size L = 48. Number of broken bonds at the peak load and at failure is 48904 and 54744, respectively. (a)-(i) represent the snapshots of damage after breaking nb number of bonds. The coloring scheme is such that in each snapshot, the bonds broken in the early stages are colored blue, then green, followed by yellow, and finally the last stage of broken bonds are colored red. (a) nb = 20000 (b) nb = 40000 (c) nb = 48904 (peak load) (d) nb = 51000 (e) nb = 52500 (f) nb = 53500 (g) nb = 54000 (h) nb = 54500 (i) nb = 54744 (failure)
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Fig 4: Spanning cluster in a typical cubic lattice system of size L = 48. The coloring scheme is such that the bonds broken in the early stages are colored blue, then green, followed by yellow, and finally the last stage of broken bonds is colored red.
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