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Summary

The evaluation of early systems project (EES) performs in-depth evaluations of new or beta high performance computing (HPC) systems, quickly disseminating the information to the HPC community. Recent efforts have focused on the Cray X1 vector system, the SGI Altix 3700 shared memory system, and the IBM High Performance Switch. All three have proven useful for application codes of importance to the Department of Energy (DOE).

The X1 is the first of Cray's new scalable vector systems. It offers high-speed custom vector processors, high memory bandwidth, and an exceptionally high-bandwidth, low-latency interconnect linking the nodes. A 256-processor X1 system was delivered to ORNL in September, 2003, and upgraded to 512 processors in June 2004. Even at 256 processors, the Cray X1 system outperforms other supercomputers with thousands of processors for certain classes of applications. The best results are shown on large problems, where it is not possible to fit the entire problem into the fast memory of the processors. These are exactly the types of problems that are important for the DOE and ultra-scale simulation. 

· The parallel ocean program (POP v1.4.3) runs two times faster than on Japan's Earth Simulator for problem sizes used in climate simulations, as shown in the figure. 

· Large-scale simulations of high-temperature superconductors run 25 times faster than previously achieved. 

· The AGILE-BOLTZTRAN and VH-1 astrophysics computational kernels both run 15 times faster than on the previous best systems. 

These promising results are encouraging scientists to run simulations on the ORNL Cray X1 supercomputer considered heretofore infeasible. Initial evaluation results were described in Cray X1 Evaluation Status Report, ORNL/TM-2004/13, January, 2004. More recent results were presented at the Cray User Group on May 17-24, 2004.

The SGI Altix 3700 is a large shared memory system. Current systems can be as large as 256 processors, and plans are for future systems to scale into the 1000s of processors. In contrast to previous SGI systems, the Altix uses a modified version of the open source Linux operating system and the latest Intel IA-64 processor, the Itanium2. The Altix also uses the next generation SGI interconnect, the SN2, which is the natural evolution of the highly successful interconnect used in previous generation SGI systems. For SGI, the Altix is a combination of traditional strengths (large SMP nodes and fast interconnects) and risk (new processors and new operating system). 

A 256 processor Altix was delivered to ORNL in September, 2003. The high performance of the Itanium processor and the large shared memory has proven to be a powerful combination for important codes that do not currently scale well on distributed memory systems. Even a highly parallel code such as POP can take advantage of the low latency communcation of a shared memory system, as indicated in the figure, where the Altix performance is the best of the nonvector systems.

The High Performance Switch (HPS) is IBM’s new interconnect for high performance computing. This communication subsystem includes many enhancements over previous IBM HPC networks, including: parallel, interconnected communication channels that form a unified switch network; improved communication bandwidth and reductions in latency; the option to use either fiber optic or copper cables for switch-to-switch network connections; reliability, availability, and serviceability features (RAS). 

In February 2004, HPS was installed on the 27 node IBM p690 cluster at ORNL, replacing the original SP Switch2 network. This upgrade improved performance significantly for communication-sensitive applications. For example, performance of the GYRO fusion simulation code approximately tripled (see figure).

Evaluation studies are continuing on all of these systems, focusing on their unique properties and testing the still evolving system and application software. The most recent results are displayed on the ORNL evaluation web site: http://www.csm.ornl.gov/evaluation .
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For further information on this subject contact:

Dr. Gary M. Johnson, Program Manager

Mathematical, Information, and Computational  

   Sciences Division

Office of Advanced Scientific Computing Research

Phone: 301-903-0073

garyj@er.doe.gov
_______________________________
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