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Summary

Self Adaptive Numerical Software (SANS) is a collaborative effort between different projects that deal with the optimization of software at different levels in relation to the execution environment. The SANS effort is intended to identify the commonalities of these different projects and help build a common framework on which these projects can possibly coexist.
What is Self-Adapting Numerical Software?

Standing between a user application and an efficient solution to it are several decisions to be made. We identify three levels of decision making:

· Algorithmic decisions 

· Matters of networking and parallel layout of the program, and 

· Choice of the best kernels on a given architecture

Traditionally, such choices were all the responsibility of the user. We argue that these choices can be handled in software to a large extent.

Self-Adapting Numerical Software is an umbrella term for software that targets these three problem areas. Such software can be very different in nature: kernel optimization can largely be done statically; network optimization is to a large extent independent of the user data, but it dynamically dependent on run-time conditions, while algorithmic choices are mostly dynamically dependent on the user data, but largely independent of lower levels of the computational platform.

There are several projects under SANS (SALSA, LFC, ATLAS) all target the subject of software that adapts itself to optimize the process of scientific problem solving and is of interest to many of the DOE application areas.

Self-Adapting Large-scale Solver Architecture (SALSA) is a software project that aims to assist applications in finding suitable linear and nonlinear system solvers based on analysis of the application-generated data. The SALSA system features heuristic decision making, based on a database of performance results that can tune the heuristics over time.

LAPACK For Clusters (LFC) is a software project that merges the ease of use of LAPACK with parallel processing capabilities of ScaLAPACK. The latter one's software dependences are reduced to an MPI implementation. It is a self-contained package with built-in knowledge of how to run linear algebra software on a cluster. BLAS may be supplied by the user for best performance but a decent replacement is provided. 

LFC is for people who are familiar with LAPACK but need performance of ScaLAPACK and convenience of automated tuning of parallel computing resources. 

The ATLAS (Automatically Tuned Linear Algebra Software) project is an ongoing research effort focusing on applying empirical techniques in order to provide portable performance. At present, it provides C and Fortran77 interfaces to a portably efficient BLAS implementation, as well as a few routines from LAPACK.
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