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Table 1: PCG performance on 25 nodes of a dual Pentium 4 (2.4 GHz).

24 nodes are used for computation. 1 node is used for checkpoint

Checkpoint every 100 iterations (diagonal preconditioning)
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FY 2004 Accomplishment
Fault Tolerant MPI and new Fault Tolerant Algorithms

allow computing at unprecedented scale
Jack Dongarra,* Oak Ridge National Laboratory
and University of Tennessee

Today, end-users and application developers of high performance computing systems have access to larger machines and more processors than ever before. Systems such as the Earth Simulator, the ASCI-Q machine, and the IBM Blue Gene consist of thousands or even tens of thousand of processors. Machines comprising 100,000 processors are expected within the next few years.  A critical issue of systems consisting of such large numbers of processors is the ability of the system to deal with process failures. Based on the current experience with high-end machines, it can be concluded that a 100,000-processor machine will experience a processor failure every few hours. On earlier highly parallel processing systems, failed processes often led to a crash of the whole system. At the systems level we have developed a fault tolerant version of MPI that allows a user to recover from a failed process and continue execution of the application. At the applications level we have developed methods that allow the algorithm to detect and repair any data lost in a failure. These methods apply to a ubiquitous calculation found in scientific applications, solving large sparse systems of equation by iterative methods. These ideas have been extended to the case where there are multiple simultaneous failures. The figure and table below show that the extra fault tolerant capabilities have been improved to the point where there is no performance degradation in the case where no failure occurs.
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