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Advanced Scientific Computing Research

FY 2003 Accomplishment
Cray X1 Demonstrates Exceptional Performance

on Science Applications 
A.S. Bland *, Oak Ridge National Laboratory


Even at 256 processors, the Cray X1 system outperforms other supercomputers with thousands of processors for certain classes of applications. In FY03, ORNL procured a Cray X1 to evaluate the processors, memory subsystem, scalability of the architecture,  software environment and to predict the expected sustained performance on key DOE applications codes. The results of the micro-benchmarks and  kernel benchmarks show the architecture of the Cray X1 to be exceptionally fast for most operations. The best results are shown on large problems, where it is not possible to fit the entire problem  into the cache of the processors. These large problems are exactly the types of problems that are important for the DOE and ultra-scale simulation. 

· The parallel ocean program (POP v1.4.3) runs two times faster than on Japan's Earth Simulator for problem sizes used in climate simulations, as shown in the figure. 

· Large-scale simulations of high-temperature superconductors run 25 times faster than previously achieved. 

· A fusion application, global GYRO transport, runs up to 20 times faster, allowing simulations to fully resolve questions raised in prior studies 

· The AGILE-BOLTZTRAN and VH-1 astrophysics computational kernels both run 15 times faster than on the previous best systems. 

These promising results are encouraging scientists to run simulations on the ORNL Cray X1 supercomputer considered heretofore infeasible. 
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