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Summary

The Center for Computational Sciences is a premier computational science center for the DOE, and with the award of the National Leadership Computing Facility, for the nation as a whole.  The CCS brings together the best and brightest science teams in the nation with leadership class computer systems, networks, storage, visualization, mathematicians, computer scientists, and facilities to advance the nation’s unclassified science agenda.
National Leadership Computing Facility

On May 12, 2004, Energy Secretary Spencer Abraham announced a new initiative that promises to reshape the next generation of scientific discovery in America.  Addressing an audience a the Council on  Competitiveness, the Secretary vowed that the United States will regain from Japan our historical position as the world’s leader in high-performance computing.  We will do so by investing in a National Leadership Computing Facility, to be housed at the Department of Energy’s Center for Computational Sciences at Oak Ridge National Laboratory.  ORNL and its principal partner national laboratories, Argonne and Pacific Northwest, have been tasked by DOE to build a machine with a sustained capacity of 100 trillion calculations per second.  The National Leadership Computing Facility will be a new, open, unclassified national resource that will enable breakthrough discoveries in biology, fusion energy, climate prediction, nanoscience, and other fields that will fundamentally change both science and its impact to society.
In the proposal, the CCS outlined a strategy that builds on the Advanced Computing Research Testbed work that the CCS has conducted for many years.  The CCS and partners will work with the DOE to deploy both vector and scalar computer systems from Cray and IBM.  Key milestones are to deploy at least 40 Teraflop/s by mid-2005 and 100 Teraflop/s by mid-2006, with the option to extend that to 250 Teraflop/s in late 2007.  
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Figure 1.   World's largest Cray X1 system
A key feature of NLCF will be access to the systems through computational end stations.  In the same way that access to other major scientific facilities is through experimental end stations, the CCS will develop computational end stations that consist of a team of discipline scientists, computer scientists, and other specialists to develop, optimize and manage the computer codes on the NLCF computer systems.  Potential users will either be a part of the end station teams, or apply for access to the computer systems through one of the end stations developed by others.  The end stations will be given a large fraction of the computational resource and will be charged with using this unique resource for accomplishing breakthrough science.

Production Computing for Science

As with any unique facility, the expected demand for resources at the NLCF will exceed the supply of those resources.  The CCS maintains a substantial level of alternate complementary computer systems where researchers may apply for time for projects that do not need the capabilities of the NLCF computers.  The CCS currently has three systems available for allocation to the DOE user community.  The most powerful, at 4.5 Teraflop/s, is the IBM Power4 system.  This system consists of 27 IBM p690 nodes, each with 32 processors and from 32 to 128 gigabytes of memory.  Currently, 45% of this system is allocated to a single large project: the Intergovernmental Panel on Climate Change (IPCC).

The CCS also has a unique resource for applications that need a large, globally addressable, shared memory.  The SGI Altix system has 256 Intel Itanium2 processors and 2 terabytes of shared memory.  While most large applications have been ported to distributed memory clusters like the IBM Power4 system, there are a significant number of applications that perform much better on shared memory systems.  The SGI Altix system at the CCS is the largest such system in the DOE.  Both computational biology, with large databases of genes a proteins, and chemistry, with fine-grained interactions between molecules have demonstrated exceptional performance on this architecture.
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Figure 2.  SGI Altix system
The third system, a one Teraflop/s IBM Power3, provides a good platform for both new programmers learning to use clustered systems and for applications that need smaller numbers of processors provided through the four-processor nodes.

Delivering Computing for Science

The CCS has delivered over 32 million normalized hours to programs from across the Office of Science and the DOE in FY 2004.  The vast majority of the user community comes from outside of ORNL, with more than two-thirds of the users accessing the resources remotely.
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