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Summary

Over the past year, usage of the Common Component Architecture (CCA) has undergone a significant transition from a small number of pioneering applications to a broader base of applications and scientific domains in which use of the CCA is becoming routine and scientific results are being published from CCA-based simulations.  
The Common Component Architecture is a component environment tailored to the needs of high-performance scientific computing in parallel and distributed environments.  Component technology is a tool for managing the complexity of modern large-scale scientific simulations and increasing the productivity of software developers.  While CCA development is ongoing, the environment has reached the point where it is stable and robust enough for use in real applications, and this is starting to be reflected in the CCA user base.  This change has been especially evident over this past year, as we have seen usage shift from a small number of pioneering users to a broader base of applications from a wide range of scientific domains.

Early adopters of the CCA included efforts in computational quantum chemistry and global climate simulation as well as the SciDAC Computational Facility for Reacting Flow Science (CFRFS), which is now publishing scientific results derived from CCA-based simulations rather than papers about the componentization of the application.[image: image3.jpg]‘ Driver ? ’ Lol ’ " !|!!!|!!!!V! \
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Figure 1. A 10-cm-high pulsating methane-air jet flame, computed on an adaptive mesh.  On the left is the temperature field with a black contour showing regions of high heat release.  On the right is the adaptive mesh, in which regions corresponding to the jet shear layer are refined the most.  Image courtesy of the SciDAC CFRFS project, from a CCA-based simulation.
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 The SciDAC Integrated Software Infrastructure Centers (ISICs) TOPS, TSTT, and APDEC are now beginning to produce componentized software as well, and the Scientific Data Management (SDM) ISIC is also exploring the use of CCA.  Other projects adopting or evaluating CCA in the past year span a broad range, supported by the DOE, NSF, DoD and other organizations in the US and other countries.  Topics include: materials science and nanoscience, fusion, large-scale visualization, biomedical engineering, realtime and near-realtime data collection and processing for diverse areas such as X-ray crystallography and geophysics, mesoscale severe storm prediction, testing and modeling of military vehicles, and underground radionuclide transport.  The software produced by the CCA is freely available on the internet, and as another indication of the growth of CCA usage, we now routinely encounter scientists who have already discovered CCA on their own and have been using or evaluating it without directly contacting us for advice or support.

In addition to working with groups who have adopted the CCA and further refinement of the tools to improve their portability and robustness, we continue to push forward on a broad range of research issues associated with the Common Component Architecture.  Areas of activity include parallel data redistribution for coupled simulations and related problems; parallel remote method invocation approaches; computational “quality of service” and dynamic adaptation of component-based applications to improve performance, numerical quality of results and other aspects of the computation; formal underpinnings of components; and bridging of components written for various component architectures.
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Figure 2. A schematic diagram of the CCA-based quantum chemistry application, which integrates elements of the NWChem (PNNL) and MPQC(SNL) parallel quamtum chemistry packages with the optimization capabilities of ANL’s Toolkit for Advanced Optimization (TAO) and linear algebra components based on the Global Array Toolkit (PNNL) and PETSc (ANL).
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