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Advanced Scientific Computing Research

FY 2004 Accomplishment


Gleaning insight from scientific simulation data
Summary

Terascale computing enables simulations of complex natural phenomena, on a scale not possible just a few years ago. With this opportunity, comes a new problem – the massive quantities of data produced by these simulations. However, answers to fundamental questions about the nature of the universe remain largely hidden in these data. The goal of this work is to provide a data-understanding infrastructure to help simulation scientists perform dynamic analyses of these raw data to extract knowledge. To achieve this goal we developed ASPECT (Adaptable Simulation Product Exploration and Control Tool) that let scientists employ a wide range of analysis and visualization tools without having to deal with the intricacies of accessing and moving data.

Terascale computing has enabled advanced simulations that probe deeply into natural phenomena, on a scale not possible just a few years ago. However, terascale simulations in astrophysics, climate modeling, computational biology, and other scientific applications produce so much data that answers to fundamental questions about the nature of the universe are hidden — needles in a huge haystack. 

The next, immensely challenging step is to analyze these data so we can identify important properties of a phenomenon and understand how they are related. To do so we need a data-understanding infrastructure that will let scientists employ a wide range of analysis and visualization tools without having to deal with the intricacies of accessing and moving data. This infrastructure must consist of a fully integrated suite of software tools and algorithms for data storage, transfer, analysis, and visualization. The DOE SciDAC program has provided an unprecedented opportunity to establish a collaborative multi-disciplinary team to tackle this challenge resulting in the development and deployment of a prototype of this infrastructure, called ASPECT  (http://www.scidac.org/SDM/ASPECT/) (Adaptive Simulation Product Exploration and Control Toll), as part of the DOE SciDAC Scientific Data Management (SDM) ISIC center (http://sdmcenter.lbl.gov/).

The ASPECT activity has advanced the state of the art in the following key areas.

High-Performance Statistical Computing with Parallel-R (http://www.aspect-sdm.org/Parallel-R/). Most data mining algorithms break down on data sets beyond 10 gigabytes, as they may require years on terascale computers to perform typical analyses. Unlike visualization (e.g., PVTK), there is no parallel data analysis library.
Two types of parallelism can be observed in parallel programming: data parallelism and task parallelism.  With a data parallel approach, the given data is divided among various processes that perform the same task on their data chunk to obtain the expected result.  With task parallelism, on the other hand, a given job is divided into various tasks that are executed in parallel to obtain the expected result.  
We developed Parallel-R library that aims to augment an existing statistical data analysis system, called R (www.r-project.org), with process and communication abstractions to enable task, pipeline, and data parallelism, thus allowing modular addition of other parallel software. Through the Parallel-R system, we empower R with the capability to achieve both data parallelism and intelligent task parallelism.  
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The data parallel implementation provides ScaLAPACK plug-ins to R for all the R functions that have used LAPACK routines. The ScaLAPACK functions are made available to R in the form of a shared library, called RScaLAPACK. The interface maintains the look and feel of the R interface while allowing ScaLAPACK’s high-performance. With the task parallelism, the package enables various tasks in a given R-job to be executed in parallel, while respecting their data dependencies.
Parallel I/O Interface for Large-Sclae Visualization with PVTK. The ASPECT data analysis and visualization tool relies heavily on high performance I/O in order to provide scientists with an interactive environment for data exploration.  Particularly, as we move towards a “run and render” approach for monitoring applications as they run, high performance I/O becomes ever more important.  We are working with the ANL and NWU team to provide parallel I/O hooks to parallel VTK on top of an efficient underlying I/O system, including PVFS, ROMIO, and Parallel NetCDF.  
Our solution provides a means of writing huge geometry files generated by PVTK in parallel using minimum data transfer between processes, thus being able to scale up for huge data sets. Our solution is based on MPI-IO specified by MPI-2 standard. More specifically, our solution is based on ROMIO, the most popular implementation of MPI-IO. Since MPI has become de facto parallel mechanism for communication and I/O on most parallel environments, including PVTK, this approach is portable across different platforms. 
Assembling the Pieces. ASPECT now has a coherent and easy-to-use data analysis and visualization infrastructure. Its modular architecture includes a number of key loosely coupled components: (i) a GUI front-end to a rich set of statistical data analysis algorithms developed by the R project, high performance distributed and streamline data mining algorithms and a rich set of visualization features; (ii) a set of analysis servers that communicate with the GUI and one another; (iii) a transparent, unifying parallel I/O interface to NetCDF and HDF5 scientific data formats; and (iv) a parallel rendering engine built on top of ParaView.  Data reduction and data analysis algorithms are implemented as pluggable, dynamically loadable modules on each ASPECT server.  XML-based interfaces to these modules permit customization of the server and the GUI.  

For further information on this subject contact:

Dr. John van Rosendale, Program Manager

Mathematical, Information, and Computational  

   Sciences Division 

Office of Advanced Scientific Computing Research
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ASPECT’s integrated data understanding framework: a) statistical visual analysis; b) scientific visualization.
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