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Summary

Many high performance distributed applications require high network throughput but are able to achieve only a small fraction of the available bandwidth.  A common cause of this problem is improperly tuned network settings and network protocol limitations.  The Net100 project seeks to measure and understand end-to-end network and application performance and apply that knowledge to tune network protocols and applications.  In this past fiscal year, Net100 has been able to improve the network performance  of distributed scientific applications by more than an order of magnitude, yet requiring no changes to the application itself.  As a result, distributed scientific applications benefit  from a much faster time-to solution.

Net100 project

The Net100 project is a collaboration between DOE national labs and university researchers.  The goal of the project is to reduce the time-to-solution of distributed scientific applications.  DOE has a large investment in high speed (gigabit) networks that interconnect supercomputers, experimental facilities, and researchers at national labs and universities.  Many of the key scientific applications (e.g., climate modeling, high energy physics, astrophysics, an fusion) require high network data rates to  transfer  data across the country.  Despite the  gigabits of available network bandwidth, many of these applications only utilize 10’s of megabits.  The Net100 projects seeks to remove bottlenecks and speed up these transfers.

The project consists of three major components.  First, new ways to manage the transfer of data across the networks 

(protocols) are being developed and evaluated.   Second, a collection of network sensors and probes have been deployed across the Internet to collect “current condtions” on various network paths. Third, a modified operating system includes the new protocols and uses the sensor data to tune designated network applications.

FY03 Accomplishments

During the first year of the project, the first of the probes and sensors were deployed and initial modifications were made to the Linux operating system to support protocol tuning.  In FY  03,  the sensor data base was designed and data collection began.  Data was used to tune network flows selecting among several new protocol options that were developed during the year.

In collaboration with other network researchers around the world, we have recently incorporated network tuning options from Sally Floyd (High Speed TCP) and from Tom Kelly (scalable TCP).  These extensions allow a network flow to recover from data loss much faster than the standard Internet protocol.  Figure 1 illustrates the improvement these two options make over the standard protocol.  The figure shows three different tests between a host on the US west coast and one in Europe, where there are packet losses about 3 seconds into the transfer.  Kelly’s option resumes full speed in just 4 seconds, the standard Internet protocol will take nearly a half an hour!
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 Figure 1. Comparison of loss recovery for standard protocol and proposed protocols.
Even in the absence of data loss on the network, many legacy network applications fail to utilize the available network bandwidth due to poorly configured network control parameters.  Figure 2 illustrates the data throughput over time of a legacy network code. With no changes to the legacy application, the Net100 software automatically tunes the network control parameters for the application and improves the data transfer rate by  an order of magnitude over the untuned case. 
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The Net100 project has introduced several novel enhancements to network monitoring and tuning.  The Net100 software is able to 

Figure 2.  Data rate of untuned application versus the same application tuned by Net100.

tune each network application based on  the network path and quality of service desired. Tuning information is gathered in real-time from Net100 monitors and probes located at critical points in the Internet.  Notably, tuning is accomplished without modification to the network applications.

In the coming year, we will continue to push our network enhancements through the standards process and to port the implementation to other operating systems.  We are working on porting the network enhancements into the recently announced Cray X1 that is being evaluated at DOE’s Oak Ridge National Laboratory.  We expect to add some tuning enhancements developed at CalTech that should provide additional speedups on certain network paths.
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