[image: image1.wmf] 




Advanced Scientific Computing Research

FY 2003 Accomplishment


Improving Scientific Software Development with the Common Component Architecture
David E. Bernholdt*, John Drake, Wael Elwasif, Michael Hamm, Oak Ridge National Laboratory; Steve Benson, Jay Larson, Lois McInnes, Boyana Norris, Everest Ong, Jason Sarich, Argonne National Laboratory; Ronald Duchovic, Indiana-Purdue University Fort Wayne; Craig Rasmussen, Los Alamos National Laboratory; Shujia Zhou, Northrop Grumman/TASC; Liz Jurris, Manoj Krishnan, Jarek Nieplocha, Theresa Windus, Pacific Northwest National Laboratory; Ben Allan, Rob Armstrong, Curtis Janssen, Sofia Lefantzi, Jaideep Ray, Sandia National Laboratories; Sameer Shende, University of Oregon 

Summary

The Common Component Architecture is focused on bringing the benefits of component-based software engineering to high-performance scientific computing.  This effort is already having an impact on a variety of applications in areas such as computational chemistry, climate modeling, and combustion research, improving software productivity by facilitating code interoperability and reuse. 
Component-based software engineering (CBSE) is emerging as an important approach to help software developers manage the creation, deployment, and evolution of large, complex software systems.  Existing “commodity” component environments are largely unsuitable for high-performance scientific community, so the Center for Component Technology for Terascale Simulation Software (CCTTSS) is developing the Common Component Architecture (CCA, http://www.cca-forum.org) to address the needs of this community.

The CCA is designed to increase software productivity by dramatically reducing the time and effort required to compose independently created software libraries into new terascale applications, and by facilitating interoperability and reuse of software within projects, across projects, and even across scientific domains. Though the Center is relatively new, the CCA is already having an impact on the way computational scientists in several areas approach their software development and their science.  
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Combustion Research

The Computational Facility for Reacting Flow Science (CFRFS) is a SciDAC project that envisions a computational facility for flame simulation where combustion and computational researchers can implement physical and chemical models as well as numerical algorithms with a minimal knowledge of the supporting infrastructure.  Already, simulations of flame-like reaction-diffusion systems with replaceable models have been made possible through the use of CCA components for time integration, structured adaptive mesh refinement, and physical models.  Within four months, CFRFS researchers incorporated a second generation of components that embody higher accuracy and stabilized numerical techniques by replacing just a few components in the application.  Components developed by other SciDAC centers (TOPS and the Performance Engineering Research Center) are also being reused by CFRFS applications.

Computational Chemistry
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A collaboration between CCTTSS and the Center for Terascale Optimal PDE Simulations (TOPS) is focused on increasing the interoperability and reusability of large, complex quantum chemistry software packages. Based on the NWChem and MPQC chemistry packages, the Toolkit for Advanced Optimization (TAO), and the linear algebra capabilities of the Global Array Toolkit and PETSc, we have created a component-based application for the determination of molecular structures. One of the planned extensions of this work includes the development of a tool for protein-ligand binding studies.

In a second effort, the Advanced Software for the Calculation of Thermochemistry, Kinetics, and Dynamics SciDAC project is creating component-based software to study reaction dynamics.  This work is based on the POTLIB library of potential energy surfaces, which interfaces with a number of reaction dynamics packages.  Work focuses on the development of standardized domain-specific interfaces to facilitate software interoperability.

Climate Modeling

The Community Climate System Model (CCSM), supported by DOE and other agencies, and NASA’s Earth System Modeling Framework (ESMF) are both working to incorporate CCA technology into their modeling software.  
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The coupling of models simulating different phenomena, such as the atmosphere, oceans, sea ice, etc. is an important challenge in this field, and one focus of CCA-related efforts in both projects.  Current coupling software is “hardwired” for a specific set of climate components interacting in particular ways.  Researchers are using CCA technology to redesign the coupling “layer” to provide flexibility and generality, facilitating the creation more sophisticated models.

The CCSM project is also using CCA technology within specific models.  Currently, the Community Atmosphere Model (CAM) is being “refactored” to provide a clean separation between the code for the atmospheric dynamics and the physical processes.  This change will simplify future software development for the CAM and will also make it easier to conduct scientific comparison of different models for the dynamics and different physical effects.
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Figure 2. Component-based molecular geometry molecular optimization application.  Gray components can be swapped in to create new applications with different capabilities.





Figure 1. Temperature distribution of H2-air mixture 0.395 ms after inception of heating. The white lines denote domain decomposition across 28 CPUs.
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Figure 3. The general architecture of the CCSM Model Coupling Toolkit and its relationship to the computational environment.
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