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Summary

The Java-based SSFNet network simulator has been ported to the IBM supercomputers and used to simulate the NSF TeraGrid high-speed cross-country network. The network was loaded with sufficient traffic to cause packet loss.
Simulation of computer networks is much cheaper, faster, and easier than actually building and testing the hardware itself. For example, TeraGrid achieves its speed by bonding three or four 10 Gbps pipes to achieve greater throughput. We wanted to see whether this was an effective means of increasing the overall throughput by performing a simulation. We used SSFNet, an open-source network simulation environment that can run under either Java or C++. The ORNL supercomputers consist of multiple nodes with multiple processors on each node, a configuration that is reminiscent of the network we were trying to simulate. Accordingly, with the help of David Nicols (Dartmouth University), we ported SSFNet to the Eagle and Cheetah supercomputers at ORNL.

There is more to the simulation than just running the code. SSFNet uses dynamic modeling language (DML) as its input to describe the network configuration. For a large network, an automated way to read in network topology and to plot it and manipulate is required. Accordingly, NetViewer was developed to do these tasks. (http://www.ornl.gov/~jar/NetViewer/Manual.htm).

Fig. 1. shows the topology of TeraGrid as displayed by NetViewer.
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Figure 1. The TeraGrid topology. The routers are green, the subnets pink, and the end nodes blue. There are 700 clients and servers.

SSFNet also required extensions in order to be able to simulate TeraGrid. The built-in modules are limited to relatively low bandwidths because of a 64 kB buffer size. The buffers all had to be extended to be at least twice the delay-bandwidth product—hundreds of megabytes. Major rewrites of the IP code were required in order to simulate the parallel pipes that connect the major grid nodes. Several different approaches were tried, however it was discovered that it was crucial to prevent out-of-order packets, and eventually, a hash of the source, destination, and protocol was used to select a fixed path for each TCP connection. (It is the same hash used by the TeraGrid router manufacturer to solve the same problem in the real network.)  Finally, on the supercomputer, in general the diagnostics must be confined to the code that runs on a given node of the supercomputer. Accordingly, all the diagnostics were rewritten in order to determine the performance of the simulation and of TeraGrid.

75 simulated FTP sessions were used to create traffic on TeraGrid. One issue of performance is how well the hash works that determines pipe usage. The network architecture assumes that the law of large numbers will apply (i.e., many uncorrelated streams at once). However remembering that the TeraGrid is to be a computer backplane, the highly correlated 1 GB file transfers that we simulated are typical of the use it will see. Figure 2 shows the pipe usage in the simulation.
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Figure 2. Pipe utilization with 75 2-way connections. The plots with four bars are the main cross-country links.  One pipe is under-utilized.

The network traffic was increased until a packet dropped. Figure 3 (a semi-log plot TCP dump) shows the path taken by each packet in one of the ftp sessions. This session goes from a server in San Diego to a client in Pittsburgh. It is very difficult to find the lost packet until it gets retransmitted. An enlargement of the end of the transmission is shown in Fig. 4. Note that these recurring drops prevent the TeraGrid from achieving its predicted performance.

However, one of the other issues is the performance of the supercomputer in solving this problem. There is a large difference between the time it takes to go from the client or server to its router (a few miles) and the time to cross the country (a few thousand miles). Messages must be passed among the supercomputer nodes at a timescale determined by the shortest link. This makes it quite inefficient at solving problems such as TeraGrid.
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Figure 3. Performance of a connection when a packet is dropped. The sequence was retransmitted, but the retransmitted packet was also dropped, so the connection had to restart (not shown).
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Figure 4. An enlargement of Fig. 3. It is easy to see that the retransmitted packet got dropped again by router 6.

For further information on this subject contact:

Dr.Thomas Ndousse, Program Manager

Mathematical, Information, and Computational  

   Sciences Division

Office of Advanced Scientific Computing Research

Phone: 301-555-3691

tndousse@er.doe.gov
_______________________________

* (865) 574-1306; RomeJA@ornl.gov


