[image: image1.jpg]pP—=5" Office of
QA Science

U.S. DEPARTMENT OF ENERGY






Advanced Scientific Computing Research

FY 2003 Accomplishment


Probe 
R. D. Burris*, D. L. Million, N. R. Hathaway (ORNL)

Summary

The formal, funded life of the Probe project extended from mid-1999 through September 2002. Its legacy – in the form of equipment and user environment – continues and provides important support for a wide variety of activities.

Continuations

Most current uses of the Probe environment began during its funded phase. The most pervasive and heavy-duty of those uses relates to data analysis and reduction research being carried out by ORNL researchers. Those projects have direct benefit to the Climate and Terascale Supernova Initiative (TSI) SciDAC projects and to Genomes to Life; these projects make constant and heavy use of a four-node IBM RS/6000 with Oracle, HPSS MPI-IO, R, and Ggobi software, a four-node eight gigabyte Dell 6650 (also with R and Ggobi) and a four-node Linux cluster. The research into analysis mechanisms has been of particular benefit to the TSI project and has been performed as part of the SciDAC Scientific Data Management (SDM) Integrated Software Infrastructure Center (ISIC). 

Enhancement of the Hierarchical Storage Interface (HSI) software is another project of the SDM ISIC. That work has continued in the Probe environment on a four-processor four-gigabyte RS/6000 Power4 node acquired to serve as the primary IBM testbed machine. That node, running the most current version of HPSS (version 4.5), provides HPSS support to other projects and serves as the testbed for HSI enhancements such as the recent addition of the ability to read or write multiple portions of a file. That node is also the place on which all 

development activities related to production use of HPSS 4.5 take place, such as further enhancements to HSI and HTAR (HPSS-TAR).

In another project, two four-node Linux clusters support the Parallel Virtual File System (PVFS), a development of Clemson University and Argonne National Laboratory. In the previously-mentioned cluster PVFS supports data analysis projects; in the other it is being used to develop and prototype a mechanism to connect PVFS to HPSS (another SDM ISIC project).

Other legacy activities include one machine used as the test environment for HPSS 5.1 development and another for preparation of the next instantiation of HPSS for ORNL production. A third machine continues to serve as the Distributed Computing Environment (DCE) master server for non-production nodes.

Network-Related Activities

Early in the life of Probe its scope expanded to include storage-related networking since the most challenging problems facing us dealt with moving data from storage to remote locations. That legacy continues. Probe resources are still used in Web100/Net100 research. 

Two current projects are particularly noteworthy, as they are both moving from research toward production. One, another SDM ISIC project, is the Hierarchical Resource Management (HRM) code. It is now in production use for the transfer of Climate T170 data files from the ORNL HPSS installation to the mass-storage system of the National Center for Atmospheric Research. It will also be used in the transfer of data from the STAR project at Brookhaven National Laboratory to ORNL for SDM ISIC research support.

The other current semi-production project involves the University of Tennessee’s Logistical Networking (LN) product. A dedicated LN will be established to support the TSI SciDAC application. While the University is providing a node for production use, the Probe node used for initial testing will continue as a second local LN for production as well as development testing.

Possibilities

Because the Probe environment still exists, we continue to consider its use when talking with researchers. Probe equipment which includes the Net100/Web100 network tuning kernel is attractive to any project seeking to optimize wide-area network transfers, among which are the Logistical Networking project and the Hierarchical Resource Management software.

Having Dell 2650 Linux and IBM RS/6000 nodes in Probe makes some experimental work with the Cray X1 supercomputer possible. The Cray uses Dell 2650 nodes in its I/O architecture; having 2650s of our own makes it possible to try some experiments, such as running an High Performance Storage System (HPSS) data “mover” server on one. We also intend to try using an IBM node as a replacement for the Dell, enhancing its possible use as a mover or as a component of both the Cray X1 and HPSS.

Production

Soon DCE will cease to be; its market has become inadequate for it to remain viable. ORNL must therefore replace the functions currently provided by DCE. To that end one of the Probe Linux machines is being used to develop and prototype these replacement functions. It is also being used to prototype modifications to network configuration. A second machine is being used to prototype and implement production Linux system administration tools and procedures

Some equipment is no longer needed for research and development and has been turned to production use. In support of Early Evaluation of Systems, one IBM node will be the control workstation for the Federation cluster. Another node will become the production mail server. 

Conclusions

Although funding for Probe has ceased, the environment established by the project persists and supports a large variety of highly influential and valuable projects. All of those projects have direct funding from the MICS office, including various SciDAC ISIC and application projects, Genomes to Life, network research and supercomputing Early Evaluation projects. 
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