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Summary

The Scientific Data Integration and Abstraction (SDIA) project addresses one basic problem, scientific information overload. The approach developed in SDIA takes two tracks. First (P-Star portion), technology is being developed to demonstrate that software agents, spread over a large dataset, are able to quickly process extremely large amounts of data, reduce, and visualize information from a dataset. Utilizing the technology, scientists can deal with immense amounts of data either by querying all relevant sources in a coherent/organized fashion and/or otherwise using software agents in parallel to abstract and visualize (e.g., terabytes of astrophysics simulation data) benefiting from (rather than overloading) information intensity.

P-Star Overview: In the first phase, the P-Star project demonstrated that a large set of software agents, spread over a large dataset, would be able to quickly process, reduce, and display information from the dataset.  The data used 120 time steps from an astrophysics simulation of a supernova, developed as part of the TSI (Terascale Supernova Initiative) ISIC.  Scientists face a very common problem:  The simulation takes on the order of months of computing time and produces extremely large amounts of data.  To make this data available to a high performance visualization software package involves a large amount of effort.  A flaw in the simulation negates the entire effort.  Our system uses agents to monitor the location where the simulation data is stored and automatically incorporate new data on-the-fly from the simulation.  The scientist can also monitor this process on-the-fly. For example, a user at a remote client machine may request some data that they want to visualize.  Agents, running on the machine where the data resides, work together to produce several movies from portions of the requested data, which are sent back.  If the scientist is using a client with little bandwidth, a set of small, not very detailed movies can be returned, but if the client has plenty of bandwidth, a large, very detailed set of movies can be returned.  These multiple movies can be synchronized and played back for the user.The system architecture contains multiple agents; each has one of three basic tasks.  A single data controller agent studies the dataset, divides it up, and deploys a data agent to handle each partition.  The data agents use compression and reduction techniques at a selectable level of detail.  A movie producer agent receives data partitions from a data agent to render them into a set of movies that may be produced with varying levels of detail. To develop/test this system we used data for 100 time steps of the supernova simulation stored in 100 separate 130MB files (each a 320 x 320 x 320 cube of 3-dimensional data). The controller agent deployed 800 data agents across the 100 data files.  A client requesting a movie at the lowest level of detail for all 100 time steps receives roughly a 300 KB download.  Conversely, a client requesting a movie at the highest level of detail for all 100 time steps receives 32 MB download.  Using a high-end desktop [image: image2.jpg]pP—=5" Office of
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computer system performance was outstanding; that is, for this dataset, at the highest level of detail, the time between movie request and delivery was rarely more than two minutes.  The system is scalable, distributable, and easy to modify for various datasets.  It allows a user with a low bandwidth network connection to visualize data from a large dataset at a low level of detail while user with a high bandwidth connection may view the same data at a much higher level of detail.  The system was demonstrated at Supercompuing 2002.

SciDAC Research Advancement: To highlight the benefits, we were pleased that this scientific problem also enabled us to refine our agent approach into another application domain. The TSI ISIC demo validated our agent technology and we developed a new approach to process/ visualize terabytes of data, which consequently facilitates more effective SciDAC analysis. We showed rapid deployment/distribution, easily scalable/maintained at a relatively low cost. We are working on several publications. 

P-1 Overview The work in this area has been done in the realm of investigations into utilizing/leveraging software agent technology for mining/integrating heterogeneous scientific data sources. 

From a software engineering stand point, there are several areas where agents provide better computer science capability than object-oriented technology (current state of the art). Agent technology provides superior and more light-weight communication and control capabilities, which are typically provided by a general messaging paradigm where one agent can communicate with one or several other agents, not just a client server model. This messaging approach provides the ability for communication that is encapsulated and asynchronous with the use of blackboards, and tuple space models with associated pattern-matching. This concept allows communication among a collection of connected or disconnected agents, a capability that currently not available in non-agent systems.

In the future, we anticipate needing access to any and all DOE supercomputers, funding for up to three students (very important), travel funds for reviews and conferences as well as software TBD.
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