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Summary

The ORNL Mass Storage System (MSS) provides support infrastructure for the supercomputing activities of the Center for Computational Sciences (CCS). Over the years its primary goal has been reliable data storage for all CCS customers. This is not a static requirement; increasing load and improving hardware capabilities lead to a need for constant improvements. 

Over the last year or so, a second important goal has developed – the reliable and fast transfer of stored data from the Mass Storage System to remote installations.

Mass Storage System Capacity Highlights

The volume of data stored in the MSS continued the trend demonstrated for the past five years – annual doubling. In April the quantity of stored data exceeded 130 terabytes with the rate of storage often exceeding six terabytes/month. The number of files stored exceeded four million.

For the last seven years the MSS made use of IBM tape drives and robotics. During FY2001 one of those robots was retired; the remaining one was retired in FY2003, requiring that all the data stored on those old cartridges had to be copied to new media. In the process of that copying, some media proved to have unrecoverable errors. Fortunately, data on those damaged cartridges were recovered from second copies or were felt by the owner to no longer be necessary. (No data were lost except those kept on damaged media.)

The MSS staff subsequently adopted a policy that, by default, two copies of data would be stored. Our largest customer – the Atmospheric Radiation Measurement 

program – already kept two copies; our other large customer – Climate – opted to keep only one copy. MSS staff made second copies of the remaining data.

Hardware Upgrades

To keep up with experienced and projected requirements of the MSS system, a series of upgrades has been completed. Chief among them has been the procurement of a new generation of tape drives, increasing the capacity of our StorageTek libraries by a factor of ten. We also acquired two more silos from the used market, doubling our potential capacity.

As our quantity of stored data increased, we began to stress the node upon which our High Performance Storage System (HPSS) software runs and to saturate the disk drives on which the metadata are stored. To alleviate those situations we acquired the newest Power4 node available from IBM and a terabyte of the fastest FibreChannel disk capacity available.

We also needed to increase the amount of disk cache available to HPSS. To alleviate the need in the short term we pressed some experimental (to us) FibreChannel-connected ATA RAID disk capacity into production service. Reliability and performance have been satisfactory, leading us to expect that these devices may be suitable for secondary disk storage uses.

Software Upgrades

The MSS has been managed with HPSS software since 1997. This year we upgraded to the most current release of the software, version 4.5, improving system capability and reliability. With similar benefits, we upgraded Hierarchical Storage Interface (HSI) software to its most recent level.

We have also implemented the “htar” application in production. “htar” stands for HPSS tar; the application produces a tar file for storage in HPSS along with an index file which permits retrieval of single files from the tar ball.

File Transfer Mechanisms

Demands of the Climate and SciDAC applications – especially the Terascale Supernova Initiative – have made it clear that an important capability for a production MSS is the ability to transmit its contents over the wide-area networks. Further, the parameters of such a capability include ease of use, reliability and high bandwidth. Because the customers have different targets for such transfers, including HPSS and non-HPSS targets and the ability to multicast, no single solution is available. Further, only applications which are best characterized as “research quality” have been identified.

However, two of those applications satisfy our needs and have seen sufficient use to be fairly solid. We have implemented both in our production MSS.

The first application, in use to transmit Climate data from HPSS to the National Center for Atmospheric Research, is the Hierarchical Resource Management application under development by the SciDAC SDM ISIC. The second, in use to transmit TSI data to multiple targets, is the Logistical Networking facility developed by the University of Tennessee. 

Conclusion

During this fiscal year, dramatic improvements in the performance, reliability and capacity of the ORNL Mass Storage System have been completed. These improvements have been vital to support the increasing capacity and use of the ORNL supercomputing facilities. In addition, to improve access to the results of science performed on the supercomputers, we have implemented important new facilities for transmitting data to consumers. It is important to note, however, that as the Cray supercomputer grows in size and use, large additional improvements in MSS capacity and bandwidth will be required to support analysis and visualization of the data produced on it.
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