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Summary

The High Performance Storage System (HPSS) is a product of a large, distributed development project in which five national laboratories (Oak Ridge, Lawrence Livermore, Lawrence Berkeley, Sandia, Los Alamos) and IBM collaborate. Its design goals include petabytes of capacity, gigabytes/second transfer rates and billions of files. Initiated in 1993, it has gone through a series of releases; the current version is numbered 4.5. Current activity focuses on two new releases – 5.1 and 5.2 – each of which removes reliance on old infrastructure technologies. At Oak Ridge, all our activity is on release 5.1; our responsibility is removing reliance on Sammi (a graphical user interface (GUI) product of Kinesix), replacing it with a graphical user interface (the SSM, or Storage System Management code) and a command-line interface (hpssadm) both of which are based on Java. In this highlight, however, we describe the overall redesign and reimplementation of HPSS.

HPSS 5.1

Release 5.1 of HPSS is essentially a technology-refresh release. The primary targets of the work are to replace two infrastructure products – the Sammi GUI product and the Encina Structured File System product (Encina SFS, used to provides metadata storage and management).

Storage System Management

When HPSS was initially designed, there was a predecessor product (UniTree) which had similar design requirements. That product used the Sammi product from Kinesix to implement the system-management GUI. In order to maximize code reuse, Sammi was baselined for the Storage System Management (SSM) portion of HPSS.

However, HPSS turned out to be so different from UniTree that there was no code reuse; the primary reason for Sammi’s choice evaporated long ago. However, SSM is a very large code; rewriting it required considerable justification which took quite a long time to accumulate.

Once justification was sufficient, studies showed that Java-based code was the only way to reproduce the SSM performance and features and to provide the capabilities that had become important. Because of the object-oriented nature of Java, earlier work to provide HPSS with a command-line interface (which had been implemented using Java) was transferable, jumpstarting the process.

The new version of SSM is now available on Unix, Windows, Macintosh and Linux platforms. The GUI is both more responsive and far more flexible and usable than its predecessor. And the command line interface is built using the very same code except for the little portion that formulates the output to ASCI rather than screens. (The use of the same data-processing code means, too, that the entire configuration of HPSS can now be scripted, a feature that has been widely desired but never before possible.)

And the final benefit of the new development is its maintainability. The code is generated directly from the structures that the other HPSS servers use to define their data. If some server needs to change their code, any changes that affect the GUI will be automatically created. SSM developers no longer need to be directly involved with the redevelopment of other servers.

Metadata Management

HPSS maintains information about the files it stores – information such as the file name, the devices upon which the file is stored, the physical location on media in which bits are stored, etc. Under the current and all previous versions of HPSS, those data were managed by the Encina Structured File System (Encina SFS).

As HPSS progressed from its initial design through various releases, it became clear that some of the initial design requirements were not as important as we thought. Those requirements led us to design several “core” servers - including those that provide name service and that actually store the data – and to have them be separate from one another so they could be replicated as required for scalability.

With Release 5.1, we have combined those servers into one. Scalability is provided by replicating this new server, the “core” server. Performance is increased because now these servers don’t have to use the network to communicate with one another. 

At the same time we replaced Encina SFS with a commercial database management system – DB2 –  after studies showed DB2 could handle the required transaction rates. 

Release 5.2

Simultaneous with the HPSS 5.1 release, although lagging slightly to benefit from the 5.1 code, HPSS 5.2 is being developed. In this release, the final original infrastructure product – DCE – is being replaced. DCE will no longer be supported by any vendors, so we really have no choice. The first release of HPSS 5.2 will also be the first full release of HPSS on Linux; previously it was available only on AIX and Solaris. 

Benefits to MICS

Several laboratories with MICS funding use HPSS to manage their mass-storage systems. The developments described herein benefit those laboratories, as well as other HPSS installations with which MICS has strong ties, by making HPSS faster and more manageable and by making it available on less-expensive Linux platforms. With the elimination of much infrastructure – notably Sammi and DCE – costs will go down (DB2 costs are expected to be approximately the same as Encina SFS). Increased performance will improve the bandwidth HPSS can sustain, improving support of hugely-capable supercomputers and linking them more effectively to analysis and visualization engines. Finally, the product will be more manageable and easier to develop, which will result in faster incorporation of new features and storage devices. 

Conclusion

The re-engineering of HPSS has positioned it for excellent support of the MICS mission for the foreseeable future.
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