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Summary

The evaluation of early systems project (EES) performs in-depth evaluations of new or beta high performance computing (HPC) systems, quickly disseminating the information to the HPC community. Initial evaluation results for the Cray X1 at Oak Ridge National Laboratory (ORNL) have recently been released. While the investigation is ongoing, results indicate that the X1 is well suited for application codes of importance to the Department of Energy (DOE).

The X1 is the first of Cray's new scalable vector systems. It offers high-speed custom vector processors, high memory bandwidth, and an exceptionally high-bandwidth, low-latency interconnect linking the nodes.  Cray is the only U.S. manufacturer of multi-terascale systems with these characteristics.  The efficiency of the processors in the Cray X1 is anticipated to be comparable to the efficiency of the NEC SX-6 processors in the Earth Simulator on many DOE research applications.  A significant feature of the Cray X1 is that it combines the processor performance of traditional vector systems with the scalability of modern microprocessor-based architectures. The X1 is the first vector supercomputer designed to scale to thousands of processors with a single system image.

A 32-processor X1 system was delivered to ORNL on March 18, 2003, and evaluation studies began soon after. A hierarchical approach is being used in the evaluation, including low-level, kernel, and application-specific performance studies. Low-level studies characterize the underlying architectural components.  These tests provide fundamental performance metrics and simple analytical models of component performance.  The next level is application kernel tests. Kernels extracted from or representative of the target application codes are used to examine the performance impact of a variety of coding styles. Kernel benchmarking includes an evaluation of compilers and compiler settings and run-time libraries. This phase of testing helps application programmers choose the appropriate programming paradigm for the new architecture, contrasting potential performance improvement with the cost (in time required to modify the code) of converting to a new paradigm. Finally, a collection of targeted applications is run with their data sets.  These tests provide insight into the interaction of the various system components (hardware, compilers, libraries, input/output) and may indicate scalability problems. These tests also may indicate that certain applications are not suitable for a particular architecture, or help the vendor identify bottlenecks that need to be removed for a particular application to run faster.   

Initial evaluation results were presented at Cray User Group on May 13, 2003 and on the ORNL evaluation web site http://www.csm.ornl.gov/evaluation. Two examples are included here. First is the performance of the standard matrix multiply benchmark DGEMM, representing the peak single processor performance that is likely to be seen in a scientific application code. From these data, the Cray X1 achieves good performance, reaching 80% of peak performance relatively quickly as a function of matrix size. 
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The second example is the performance of the Parallel Ocean Code (POP), the ocean component in the Community Climate System Model (CCSM), the DOE/NSF coupled climate model. The figure shows the performance as a function of the number of processors for a fixed size problem. The performance metric is the number of simulation years that can be calculated in a single day of computation. The problem size corresponds to that used in production runs with CCSM. 
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While POP performance is still being optimized on the Cray X1, it is already significantly faster on the X1 than on other U.S. HPC systems on a per processor basis.

X1 performance on other application codes is not always superior, but results from the EES project are helping the HPC community determine what codes can take advantage of the X1 architecture and how to optimize codes on the X1.

The ORNL system will be upgraded to 128 processors by mid-summer and to 256 processors by the end of September, 2003, enabling additional studies on hardware and software scalability and application benchmarks using larger problem sizes.  

For further information on this subject contact:

Dr. Gary M. Johnson, Program Manager

Mathematical, Information, and Computational  

   Sciences Division

Office of Advanced Scientific Computing Research

Phone: 301-903-0073

garyj@er.doe.gov
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