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Decisive change in the understanding of high-temperature superconductivity through improved computing capability
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Summary

Advanced scientific computations within a microscopic model of high-temperature superconductors have revealed a new unconventional form of superconductivity in which pairing is driven by the kinetic energy.
Despite years of active research, the theory of superconductivity in the high-temperature cuprate superconductors (HTSC)  remains one of the most important outstanding problems in materials science. A complete theoretical understanding of  HTSCs could lead to the ability to design and synthesize room-temperature superconductors, which would have tremendous technological implications. Conventional superconductors are well described by the Bardeen-Cooper-Schrieffer (BCS) theory. In this theory, superconductivity results from an attractive interaction between electrons. By forming Cooper-pairs, the electrons can lower their potential energy, condense into a coherent macroscopic quantum state and conduct electricity without resistance. 

HTSC are unconventional in various aspects. Most significantly, new optical experiments call for qualitatively different paradigms for HTSC. These experiments have shown that pairing in a high temperature superconductor is driven by a reduction of the kinetic energy, not by an attractive potential as in the BCS theory. 

Despite numerous efforts to describe these systems theoretically, physicists are still far from a complete understanding of their observed rich physics. The realistic description of the highly correlated nature of an essentially infinite number of electrons in the cuprates requires complex methodological approaches which in turn necessitate high-performance computing resources. 

We carried out massively parallel computations within a microscopic model believed to capture the essential physics of the cuprates, the two-dimensional Hubbard model. The solution of this model in the thermodynamic limit requires an approximation scheme. Within the Dynamical Cluster Approximation (DCA) we take advantage of the short-ranged character of correlations in the cuprates to map the system onto a cluster which itself is embedded in a mean-field. With a cluster of four sites, the smallest possible, our results show properties in good general agreement with HTSC, including superconductivity at high temperatures and the observed exotic normal state (see Fig.1). 
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Figure 1.  DCA temperature-doping phase diagram of the Hubbard model. Inset: Kinetic energy of the normal (NS) and superconducting (SC) states across the transition at 5% doping.

Since the change in kinetic and potential energies across the superconducting transition is expected to be very small (of the order of a few percent), numerically more accurate simulations were necessary to study this effect. ORNL’s IBM Power4 “Cheetah” provided us with an ideal platform to facilitate the increased computational scale of these simulations. As shown in the inset to Fig.1, the results indeed show a superconducting instability driven by a gain in kinetic energy, consistent with the results reported from optical experiments. Based on this work, we are able to conclude that the Hubbard model contains the fundamental ingredients to describe the unconventional nature of superconductivity in the cuprates.

The large impact of these results can be supported by larger cluster simulations which reduce the error introduced by the DCA approximation systematically. The scale of the computation increases dramatically with larger cluster size, which temporarily precluded us to look at their effects. With the arrival of  the initial 32-processor Cray X1 at ORNL, however, we have begun to compute results for significantly larger cluster sizes while testing the capability of  the X1 as it grows. Fig. 2 shows the performance of 8 multi-streaming processors (MSPs) of Phoenix, the CCS Cray  X1 relative to an IBM p690 node of Cheetah with 8 and 32 processors (PEs) for a small production run as the cluster size increases. 
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Figure 2. Logarithmic runtime for production runs on Cheetah and Phoenix as the cluster size increases from 4 to 32.

For a cluster size of 4, Phoenix is barely faster than Cheetah per processor. For a cluster size of 16, however, 8 MSPs of Phoenix are as fast as 32 PEs of Cheetah. For a cluster size of 32, 8 PEs of Cheetah are unable to finish in the 12-hour time limit, and 8 MSPs of Phoenix are more than four times faster than 32 PEs of Cheetah. 

These X1 results are preliminary, and we expect performance to improve as compilers and numerical libraries mature, particularly for larger clusters.

Further production computations require significant increases in the accuracy, which combines with the larger cluster sizes to dramatically increase computational requirements. We expect this cost to be prohibitive for all but the most powerful single processors, such as those on the Cray X1.
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