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Summary

Within ORNL’s Center for Computational Sciences (CCS)  we are developing a Materials Research Institute(MRI)  that is aimed at making immediate and efficient use of CCS’ high performances computing infrastructure for computational materials science research.
The exploitation of new materials has been a corner stone of human development since the earliest civilizations – Bronze Age, Iron Age. Until recently advances in materials science have been largely made by trial and error. However, the rapid pace with which new materials must be introduced into technology, as well as the rapid miniaturization of devices, is increasingly dictating a more systematic approach to future development that is built on a firm theoretical underpinning. Here computation can be expected to play a central role. Indeed, many of the features at the shortest scales, which are rapidly reaching the atomic limit, are very hard to access experimentally but can be studied in simulations. Computational materials science can thus provide the link between experiment and the microscopic understanding of materials properties required accelerate the development of new materials. For example, modeling that is integrated across many length and time scales can probe the long term compositional and structural stability at the nanoscale thus accelerating the integration of new materials into existing and new technologies.

In order to meet future expectations, computational materials science (CMS) must make efficient use of the most advanced high performance computing (HPC) infrastructure that is available. Accordingly materials research, a core mission of ORNL, is now one of four strategic scientific foci of CCS – climate, biology, and fusion being the other three. Our strategy for advancing CMS within CCS is through the participation of domain scientists in the development of computational methods, algorithms, simulation software, as well as the early evaluation of new computer hardware. To enable this, we have created a Materials Research Institute within CCS (CCS-MRI). The present mission of the CCS-MRI is to build and maintain a community of leading computational materials scientists and to integrate them into the development and application of high performance computing infrastructure of the CCS. This is done by:

(1) Supporting specific research areas that are closely aligned with the priorities of ORNL’s Center for Nanophased Materials Sciences (CNMS) and DOE’s Computational Materials Science Network. Presently CCS-MRI supports six areas:

· Multi scale modeling of soft materials

· Nano particles and wires, including carbon nanostructures.

· Microstructural evolution of materials

· Spectroscopy and electronic excitations

· Magnetism in nanostructured materials

· Electronic structure, correlation, and transport in low dimensional nanostrucutres

(2) Development of a repository of computational materials science codes that are optimized and maintained on CCS’ high performance computing infrastructure. The repository project also includes the -Mag toolset, a highly extensible generic library of data structures and algorithms that are commonly used in nanomagnetics modeling. In the long term, this toolset will be generalized to cover a broad range of theoretical and computational materials approaches.

(3) Facilitate interactions between ORNL and external materials scientists with applied mathematicians and computer scientists that are affiliated with CCS. For example, we presently have a project in which the developers of -Mag collaborate with developers of the Common Component Architecture (CCA) team to explore how the CCA can be interfaced with template based generic tools and how -Mag can serve as a nucleus for computational materials science components in the CCA.

(4) Organize workshops and tutorials to introduce new hardware, software, and methods to the CMS community.  These workshops also serve as a platform to plan and coordinate the computational materials science project for the next generation of HPC. For example, a workshop was held in conjunction with the 2003 March Meeting of the American Physical Society to plan “big science” projects that will be enabled by the development of the Cray X1. Further examples are two workshops that we have organized in collaboration with the Nanoscience Theory Institute (NTI) of the CNMS. These are tutorial workshops on novel computational methods (see www.ccs.ornl.gov/mri or www.cnms.ornl.gov and follow workshop links).

(5) Perform computational materials research that requires the most advanced HPC infrastructure. For example, we have performed the first fully ab initio calculations of the magnetic structure of quantum corrals. In addition we are preparing a Quantum Monte Carlo cluster code for the Cray X1 that is presently being installed at CCS. We anticipate that this code will be about four times more efficient on the Cray than on CCS’ IBM Power 4 system, Cheetah. Thus it is expected that once the Cray X1 has been upgraded to more than 256 processors systematic studies of non-local correlations in high temperature superconductors can be performed that are presently not feasible.
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