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Advanced Scientific Computing Research

FY 2003 Accomplishment


Common Component Architecture (CCA) – “Sharing Parallel Data (MxN)”
James Kohl* and David Bernholdt, Oak Ridge National Laboratory;

Steve Parker, University of Utah; Randy Bramley, Indiana University;

Jay Larson, Argonne National Laboratory

Summary

A core problem faced by high-performance scientific simulations is the coordination of distributed data among tasks executing in parallel.  Cooperation among parallel codes requires yet more complex data redistribution and exchange operations.  The CCA attacks these challenging problems with “MxN” technology…
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Component technology represents an important new tool for software development.  The CCA is a component-based approach targeted at the needs of large-scale, complex, high-performance, scientific simulations.  As part of the CCA effort, tools and techniques for parallel data redistribution are being developed to address the increasing need to couple scientific simulations for multi-scale and multi-physics problems.

Scientific data are often divided into subsets and scattered or copied across sets of parallel processes to improve locality and communication patterns for remote access.  These data distributions are specially catered to each given algorithm.  For sets of parallel programs to cooperate in one integrated simulation, each “cohort” of parallel tasks must be able to share and exchange its parallel data.  Such scenarios include coupled parallel models, data extraction for interactive visualization, and checkpointing for automated fault recovery.

We refer to this challenge as the "MxN" (pronounced "M by N") problem, indicating that a cohort running on "M" processors must share data with another cohort on "N" distinct processors, where M and N do not match in cardinality or topology.  Each cohort's data decomposition must be decoded to map data elements between the sets of parallel processors.  Each parallel component can distribute data in a unique way, requiring complex redistribution operations and translations.

The CCA continues to develop generalized parallel data redistribution tools to alleviate the inherent complexity in composing parallel components.  MxN tools provide the basic functions for exchanging parallel data, including describing the data, creating connections with parallel “communication schedules,” and then actually transferring data elements.  Several existing software tools have contributed technology to help define a generalized specification for parallel data redistribution – primarily CUMULVS (ORNL) and PAWS (LANL).  Together these tools encompass a range of capabilities from “point-to-point” data coupling to ongoing periodic transfers for interactive visualization.  Given a generic instrumentation, the MxN system enables transparent handling of arbitrary parallel data exchanges at run time, without prior knowledge of specific connections or “hard-wired” programming. This greatly expedites the incorporation of existing parallel legacy codes into the component environment.  

Building on this base capability, sets of cooperating parallel components could potentially invoke functions or methods on each other – referred to as “Parallel Remote Method Invocation” (PRMI).  The CCA is developing well-defined semantics, where none previously existed, for this spectrum of invocation possibilities.  Parallel methods can require complex combinations of serial or parallel data arguments and results.

Impact of MxN on Scientific Simulations

Several generations of MxN technology have been developed, culminating in two current prototype implementations based on CUMULVS (ORNL) and SCIRun (Utah).  These systems support MxN data exchange of dense mesh decompositions and have been applied for coupling and interactive visualization of several experimental component-based parallel applications with rectangular meshes, unstructured rectangular meshes, and unstructured triangular meshes.

Work is currently in progress to extend the MxN technology for coupling particle-based data fields, such as needed in combustion simulations for adaptive chemistry and post-processing.  This application will require several pipelined stages of MxN data exchange in one overall simulation program.
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For the climate community, MxN is being incorporated with the complementary Model Coupling Toolkit (MCT) effort for coupling parallel climate models.  Existing models for atmosphere, ocean, sea-ice, land-surface, and river-runoff are being componentized, and the MxN and MCT technologies are being integrated to expand their capabilities.

Deployment of MxN Tools and Technology

Prototype MxN components are now freely available for download and use on common Linux platforms:

  http://www.cca-forum.org/software.html
The initial software suite includes a simple MxN transfer component for general data coupling experiments, along with several associated data decomposition and visualization “proxy” components for parallel data collection and delivery to various front-end visualization packages.  Special auto-configuration and build software assists installation on non-standard systems.  Please consult our project web pages for more details on the MxN tools, specifications and technology:

  http://www.csm.ornl.gov/cca/mxn/
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