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The Office of Science, through its Office of Advanced Scientific Computing Research (ASCR), is investigating the performance of the Cray X1 computer for capability-limited science applications. This evaluation is being conducted by the Center for Computational Sciences (CCS) at Oak Ridge National Laboratory (ORNL).  ASCR requested the committee review this activity and the review was held at ORNL on February 10-11, 2004.  The charge to the committee was

1. Review and analyze what is currently known about the performance of the Cray X1 on capability-limited science applications. Draw on all available information from all Cray X1 installations. 

2. Based on this analysis, inform ASCR on the relative suitability of the Cray X1 to the science problem set of the Office of Science: 

· For which applications is it well-suited? 

· For which applications is it ill-suited?

3. Inform ASCR on the expected performance of larger Cray X1 installations and their potential impact on capability-limited science applications. 

4. Review the evaluation process currently being used by CCS and recommend improvements, if necessary. 

Summary Findings

The panel is impressed by the work CCS at ORNL has done in the installation, stabilization and evaluation of the Cray X1.  Moreover the ORNL Cray X1 with 256 MSPs (1024 SSP processors), is indeed a very large system capable of solving very large and important science problems.  They have taken the leadership role in maturing and exploiting this very important architecture.  Their outreach effort to the ASCR application community has been outstanding.  They developed a sound evaluation plan and have followed the plan well.  They have developed an excellent working relationship with Cray Inc. and have made very significant contributions to improvements in Cray X1 performance and stability, as well as, showing areas for improvement in planned follow-on systems.  By acting as the pathfinder for this very important system in an open environment with strong ties to the science community, CCS is poised to make significant contribution to both science and computing.

The panel heard from CCS and four other sites from which an impressive amount of data has been accumulated on Cray X1 performance for capability-limited science and engineering applications.  These sites were: Artic Region Supercomputing Center (ARSC), Army High Performance Computing Research Center (AHPCRC), Boeing Company, and Engineering Research and Development Center (ERDC).  Many of the speakers made extremely compelling arguments for the unique opportunities this architecture has already provided and will continue to provide in the context of capability computing.  Taking into account its innovative architecture and the short time since its introduction the Cray X1 is a stable and productive system with generally excellent to very good performance on the applications presented.  Performance is particularly good for applications characterized by fine grain parallelism and the ability to exploit vector processing.  A few applications, such as GAMESS, do not exhibit these attributes as currently coded and therefore show poor performance relative to scalar SMPs and commodity clusters.  This is due to in large part to the relative low performance of the Cray X1 scalar processor.  However, the expected gain may well make it worthwhile to recode such applications to take advantage of vector processing.

The committee believes either increasing the size of the current Cray X1 configuration or acquiring a larger version of Cray’s planned follow-on systems would be a highly worthwhile investment given some of the scientific presentations that suggested they could take immediate advantage of a larger system and address problems currently out of reach using other computational platforms.  While the vector performance and bandwidth are impressive, the Cray X1 architecture is very complex and applications are not easily optimized.  Programmers must make many decisions, such as when to vectorize and when to stream operations and when to turn off cache, that have major effects on performance.  The panel recommends that CCS extend their outreach to the science application community to identify “best practices” in Cray X1 coding and application algorithms that will guide application optimization.

Review and analyze what is currently known about the performance of the Cray X1 on capability-limited science applications. Draw on all available information from all Cray X1 installations

The Cray X1 Review Committee was given presentations on hardware and software architectural features of the Cray X1 and the expected path forward.  We were then provided with overviews of the ORNL evaluation process for the Cray X1, along with several application presentations on experiences with the Cray X1, and anticipated scientific opportunities for this and larger system configurations (Astrophysics, Climate, Fusion, and Materials).  The committee then received briefings on application and operational experiences at a number of other Cray X1 installations. 

Based on these presentations, and answers to the questions that followed, it’s clear that the Cray X1 is still in the process of maturing into a robust platform for support of leading edge computational science.  But progress is in the right direction, where it appears that measurable improvements continue to occur on a regular basis.  The information presented to the committee appeared to have an overwhelmingly positive tone, although it’s clear that the machine has a number of architectural and machine organization weaknesses, such as scalar performance.  None of these problems would appear to be show-stoppers to the Cray X1’s ability to effectively address many high-end computational science problems.  More importantly, ORNL and Cray staffs appear to be working closely on identifying weaknesses in the hardware and software architecture, which is having a positive effect on the design of planned Cray X1 follow-on products.

The organization of the Cray X1 is more complex than other SMP array computers being applied to scientific problems.  For example, coding design decisions must be made with regard to the trade offs between employing streams or vectors and whether or not to use cache.  Furthermore, Open MP can only be used for applications that fit on a node and not across nodes, and inter-node applications must fit in real memory.  Due to this complexity code optimization can be difficult.  But, it is good optimization that achieves superior results. Therefore, the development of “best practices” coding techniques and making them readily available will accelerate the maturation of the Cray X1 and make it an important platform for the computational science community.  It is recommended that CCS assume the leadership role in this area. 

The performance of the Cray X1 makes it a strong candidate for capability-limited scientific simulations, in a number of disciplines explored by CCS.  A conspicuous exception at this time is a subset of simulation methods that are important to chemistry, biology and materials sciences.  The report given of their evaluation process and its results is in keeping with results and experiences reported by other Cray X1 sites, and indicate a thorough test of the machine, exposing both its strengths and its weaknesses. The strengths of the machine are its interconnection network and the power of its individual processors.  Short vector performance also appears to be a strong point of the architecture, at least with respect to the NEC SX-6.  Only the NEC SX-6 is comparable to the Cray X1 in processor performance and no machine is comparable in the network performance of the Cray X1. Together the network and the processing node give the Cray X1 the ability to solve problems that are not approachable by cluster architectures, due to data movement and Amdahl’s law limitations. The machine is weak as a scalar processor, and if a scalar code cannot be recast as a vector code (generally this would indicate that the problem does not have enough inherent parallelism) then it is not a good candidate for the Cray X1 machine. It should be mentioned that the planned follow-on machine to the Cray X1, the Black Widow, addresses the scalar deficiency, with much more attention paid to the processing of scalar and short vector data.  

It should be mentioned that although comparisons were limited in the materials and discussions, it’s our impression that the Cray X1 is not as robust or powerful as SX-6 configurations of similar size.  However, it’s not far behind, and the follow-on product plans should launch Cray back into a leadership role in high-performance vector computing.

One apparent weakness that would limit the effectiveness of the Cray X1 architecture was the capability of the C compiler.  One of the presentations, which examined Cray X1 performance on a variety of application codes, suggested that poor performance was often associated with a large component of C code.  This question, and the related point that compilation in FORTRAN is very slow in clock time compared to FORTRAN compilation on other systems, was directly addressed to Cray representatives who acknowledged the problem, and suggested that they were actively working on solutions.  Another apparent weakness is the performance of the MPI implementation, (MPI latency and MPI collectives) where the use of SHMEM or co-array FORTRAN constructs demonstrates that the MPI performance problems are not a function of the hardware.  One suggestion was whether an “MPI-light” implementation might help better expose the capabilities of the interconnection network.

In summary, the committee feels there are a number of important scientific problems that can clearly demonstrate the benefits of the more powerful computational capabilities of the Cray X1 processors (when compared to commodity counterparts), the advantages of the high-performance interconnect (both in terms of latency and bandwidth) and the large memory.  Therefore, based on the material presented, and what the Committee knows of similar scientific applications, it is our belief that the Cray X1 should be regarded as a one of the most powerful high-performance computer systems for enabling capability-limited science.  

Based on this analysis, inform ASCR on the relative suitability of the Cray X1 to the science problem set of the Office of Science: 

· For which applications is it well-suited? 

· For which applications is it ill-suited?

Overview

Based on the presentations, the committee’s knowledge of a variety of scientific application areas, and discussion by committee members, we believe it’s fair to say that there are a number of scientific application areas that can take immediate and effective advantage of the Cray X1 architecture.  These would include many of the application areas presented to the committee: astrophysics, weather and climate, fusion (e.g., MHD), and nanoscience and materials science (e.g., see [1]).  CFD applications in particular appear to be able to very effectively exploit this architecture, extracting very high levels of sustained performance as a fraction of peak performance.  

In general, the machine does very well on codes that have been written as vector codes. Most codes that solve PDEs can be cast in this way, including important codes from climate modeling, and fluid flow.  In the cases presented the bigger the problem the better in terms of demonstrating the capabilities of the machine.  These conclusions are consistent with reported experiences using the Japanese Earth Simulator, which has reported extraordinary performance characteristics for climate, plasma simulation, and molecular dynamics application codes.  

At the other end of the scale are large, heterogeneous codes from computational chemistry, whose performance was not good on the Cray X1.  This is in part because the size and complexity of these codes has limited the amount of performance tuning done to date.  Even allowing for the known weakness of the Cray X1 as a scalar processor, the performance problems with these codes can be attributed in large part to the designs of many of these codes, which do not take advantage of the vector nature of the simulations they perform.  Discussions among committee members suggest that there is no reason why this architecture cannot be effectively exploited by the computational chemistry and computational biology communities (see Appendix).  The achievable performance of the machine on many of the codes is therefore a matter of conversion manpower.   Moreover, the availability of this architecture and the demonstrated performance advantages in other application areas could serve as a catalyst for these communities to begin migrating their computational algorithms and codes to be more compliant with vector constructs.

Suitability Analysis

The codes tested spanned a range of applications that might be suitable for the machine, with some performing exceptionally well (high fraction of “peak” performance), and some which are currently ill adapted to the architecture.  Below is a short summary of those applications that appeared to be well-suited, medium- suited, and ill-suited.   Note, that in review presentations comparing Cray X1 processor performance with other computer system processors the Cray X1 MSP processor was used.  Each MSP has four SSP processors and some feel that a comparison with the SSP performance (one quarter the processor performance and four times the number of processors) is a more representative measure.  The performance figures below are those given to us and use MSP performance, unless otherwise stated.

Well suited: 

The following are representative of codes well suited to the Cray X1.

The best performance of the parallel ocean program POP is five times faster than on an IBM power-4 cluster.

A finite element Fluid Dynamics application ran at 1.03 TFlop/sec sustained on 252 Cray X1 MSPs, and at O.53 TFlop/sec on 124 Cray X1 MSPs, approximately 30% of peak, and consistently 15 or more times as fast as on an IBM Power4 (p690) system. System performance scaled to large numbers of processors, if the problem sized scaled with the number of processors.

An astrophysics program essential to supernova simulations is AGILE-BOLTZTRAN, which simulate the propagation of neutrinos. This is a 3-dimensional code (one space dimension, two neutrino energy-space dimensions). It runs 15 times faster than on a Power 4 cluster (with the same number of processors).

Another astrophysics code, VH-1, a supernova hydrodynamics code, showed a 15 to 20 times speedup when run on the Cray X1, compared to the Power3 platform, for similarly sized grids, and similar numbers of processors.  Interestingly, this code would not run in large configurations on the Power4, and the code was successfully run on very large grids (1000 cubed) on the Cray X1. Estimated time to completion of this job was 5 days on the Cray X1, compared to approximately 3 months on the power3 system.  A fusion application, GYRO, performed 16 times faster than on a Power3 cluster, achieving 30.7% of peak on the Cray X1.

A regional weather forecast model, MM5, with 36km resolution, is used as a standard benchmark. It ran somewhat faster on the Cray X1 than on a p690, or the EV68 at PSC, achieving 100 GFlop/sec on about 400 SSPs. However, this is a small job for the Cray X1. For the 5km resolution MM5, the Cray X1 achieved 163 GFlop/sec on 480 Cray X1 SSPs at AHPCR (equivalent to about half the ORNL machine). This is about 10% peak performance. Even better performance (183 GFlop/sec) was achieved at 2.5 km resolution, which is an extremely large simulation job, and a 12 hour simulation was run within a 3-hour operational window (157 minutes). The Cray X1 may be the only platform on which the 2.5 km MM5 has been run.  Similarly, the Cray X1 performed very well on Aero, an aeroelasticity CFD code, on Cobalt-60, a turbulent flow CFD code, and on Hycom, an ocean circulation modeling code. 

Generally, the codes showing high improvement in execution rate have multidimensional configuration space and (typically) explicit forward integration in time. Codes that historically have been easy to vectorize well have also been parallelized for use on MPPs. 

Medium suited:

Other codes showed substantial improvement, though to a somewhat smaller degree. 

NIMROD is a MHD code which uses semi-implicit and implicit methods, solved by distributed superLU in combination with high-order spatial representation. It shows a small speedup compared to Power4 speed; further optimization may improve its performance. 

A Lagrangian Solid Mechanics application showed that small problems do not run well on the Cray X1, but that very large ones are much more effective; exceeding 30 times the performance of a Cray T3E.

Similarly, the Cray X1 performance of OOCore, an out-of-core solver, and of RFCTH, a computational structural mechanics code, was better than an IBM p690 (and other tested platforms) but not as dramatically as the other applications.

Poorly suited:

Performance of some applications, principally quantum chemistry and classical molecular dynamics, was not as good as that obtained from other systems. However, the committee feels it is important to further explore these applications, whose current implementations may not immediately run well on the Cray X1, but for which the Cray X1 is ultimately well suited.  These explorations should include all applications that are sufficiently important to DOE missions in materials science, nanotechnology, and biology, and where necessary software engineering effort should be supported to create efficient ports.

The first of these types of simulations are ab initio quantum chemical methods that compute approximate solutions to the exact non-relativistic Schrodinger equation for molecules.  One example of such a code is the widely-used “Gamess” package for which poor performance was seen on the Cray X1 compared to other computing platforms.  The committee recognizes that  the size (>300,000 lines) and heterogeneity of this program means that there is little that can be done to optimize it for the Cray X1 in a short amount of time.  Similarly, the computational chemistry code (VASP) showed declining performance per node up to 64 nodes on the Cray X1.  It should be emphasized that there is no inherent limit to ab initio quantum chemical software to yield very good performance on parallel/vector computers, and these methods have a long history of being on the leading edge of supercomputer use.  Indeed, the Gaussian software and other packages ran very efficiently on earlier versions of the Cray vector computers, and other packages, such as NWChem, show good scale-up on non-vector MPPs.  Furthermore, in one specific, very compute-intensive quantum chemical method, full CI (FCI), the CCS team demonstrated that vectorization was possible that changed the efficiency of the FCI from 8 times slower on the Cray X1 than the IBM Power 4, to 8 times faster.  The challenge is that the size and complexity of quantum chemical methods will simply require the time of domain experts to optimize existing codes and in some cases implement new algorithms to achieve the impressive speedups seen for other applications.  The general design of the Cray X1 with fewer higher-performance processes with very fast interconnects and memory access should bode well for quantum chemical applications.  

A second application that yielded mixed results on the Cray X1 is classical molecular dynamics which simulate the motion of large numbers of molecules using empirical “ball and spring” type force fields.  As with the quantum chemical methods, there is no inherent reason for this, since classical MD codes have proven highly efficient on both parallel and vector supercomputers.  The ERDC review described very poor performance on NAMD on the Cray X1 relative to other MPP platforms.  This is likely due to the fact that NAMD is a large (>50000 line) C++/C code that has been written to specifically target non-vector cluster computers.  In contrast, the ORNL team reported positive preliminary results for the vectorization of AMBER a large parallel MD code that was originally developed for vector supercomputers.  We expect that the Cray X1 should prove a good machine for classical molecular dynamics.  Of particular importance to classical MD will be the ability of Cray X1-class machines to allow longer-time simulations of medium sized systems, in contrast to the good size-scaling that is readily achievable on non-vector MPPs.

A point that was raised is that C/C++ codes were typically among the poorer performers. This was attributed to less efficient code produced by the compilers, because of the level of indirection in C, some of which must be resolved at run time. However, other vendors have effectively addressed this question, and Cray should be pressed to improve this situation.  Indeed, Cray has begun to address these problems with a number of command line compiler options and inline compiler directives. These are not always easy to use and their proper use is not always obvious, but it must be said that Cray is making steady progress in their attempt to make C better for the programmer.

1. Impact of Earth Simulator-class computers on computational nanoscience and materials science: François Gygi, Giulia Galli, Jeffrey C. Grossman, Vasily Bulatov.  Lawrence Livermore National Laboratory [http://www.ultrasim.info/doe_docs/ES-WP-nanomaterials.pdf ]

Inform ASCR on the expected performance of larger Cray X1 installations and their potential impact on capability-limited science applications

The Cray X1 at CCS is currently the largest openly accessible system and consists of 256 MSPs (1024 SSPs).  The committee saw no evidence that scalability limits have been reached on suitably large problems on the CCS Cray X1.  Because the current machine cabinets are only half populated, the tests performed by CCS on their current Cray X1 configuration indicate that an expansion of the machine would scale performance very nearly linearly on coarse grained parallel simulations, and depart by only a few percent on communication intensive codes, in which more stress would be applied to the network.  An expansion of the machine from its current configuration to one having two or three times the number of processors should hold no surprises in terms of predicted performance, and would allow for simulations of more scientific value. If the simulation problem is scaled with the machine there is reason to believe that linear speedup can be realized, as seen with some of the problems run AHPCRC.

In the review presentations we were introduced to plans for a Cray X1 enhancement (X1e) and the Black Widow follow-on product that has a projected peak performance significantly greater than that of the Cray X1.  These future products have the potential to significantly impact many areas of science and CCS acting as a pathfinder in computational systems and science is well poised to exploit the capabilities of these new systems. 

The committee believes increasing the size of the current Cray X1 (or X1-e) configuration would be a highly worthwhile investment given some of the scientific presentations that suggested they could take immediate advantage of a larger system and address problems currently out of reach using other computational platforms.  For example, expansion of the present system above 8 cabinets would provide useful insights into scaling properties associated with the more generalized extension of the interconnection topology.  However, in view of the fact that the Black Widow addresses major shortcomings of the current Cray X1, we recommend that ASCR and CCS carefully consider the trade-off, within budget constraints, between expanding the current Cray X1 and acquiring the Black Widow with the hope of expanding it even further. In any case, expanding this facility to more fully explore the capabilities of this architecture is regarded to be of strategic national importance.  

Review the evaluation process currently being used by CCS and recommend improvements, if necessary

The committee was provided an overview and status presentation of the CCS evaluation of the Cray X1 documents on evaluation plan and status. The committee is impressed by the openness of the evaluation process and its progress to date; the strategy of having an expert staff, working closely with the vendor and application community; and the outreach component of the evaluation process.  The committee feels the CCS evaluation of Cray X1 is extremely important component in mapping the future of computational science and engineering and a discussion of the evaluation process with recommendations is presented below.

The document, Cray X1 Evaluation (ORNL/TM-2003/67), states: 

“The primary tasks of this evaluation are to: 

· evaluate benchmark and application performance and compare with systems from other HPC vendors, 

· determine the most effective approaches for using the Cray X1, 

· evaluate system and system administration software reliability and performance, 

· predict scalability, both in terms of problem size and number of processors, and 

· collaborate with Cray to incorporate this information and experience into their next generation designs.”

The evaluation, as described during the presentations, addresses each of the above tasks.  However, based on the information presented and/or readily available during the review, there are aspects of these tasks that appear to be only partially addressed.

Benchmark and application performance was reported and compared with several systems.  There was, however, not a systematic comparison among the different applications emphasizing common characteristics that yield good performance.

While the individual application groups that have used the Cray X1 may have determined the most effective approaches for its usage, a systematic enumeration of their experience in a form useful for other potential users was not presented during the review.  The proposed application workshops are definitely an appropriate step.  However, the experience gained in the evaluation process and, in particular, these workshops needs to be systematically collected, organized, and presented in a concise manner.

Only a few anecdotal reports of system and system administration software reliability and performance were made during the presentations.  The report, Cray X1 Evaluation Status Report (ORNL/TM-2004/13), does not provide significant additional information in Section 4.8 I/O and System Software Evaluation.  While comments on time for compilation are made, there is minimal information about other system software and tools, their performance, usability and reliability.  The evaluation focuses on performance, which is quite appropriate; however, performance will not be achieved by a broad spectrum of users representing the Office of Science programs unless the system software and tools are responsive to their needs.  A methodical study of the I/O performance, in particular, should be pursued – many of the frontier applications destined for the Cray X1 generate huge datasets.

Scalability experiments were reported during the review and included in the report, Cray X1 Evaluation Status Report (ORNL/TM-2004/13); however, there seemed to be few quantitative extrapolations from these experiments.

The evidence of a mutually beneficial collaboration between ORNL and Cray was exemplary – a model that other vendors and sites should replicate!   A long term commitment by both vendor and user site is essential.  Although it is possible to influence the system software and tools for the next generation of hardware, it is essentially impossible to influence hardware of the current generation.   A long term commitment by Cray, ORNL, and the Office of Science will be required to influence next and future generations of hardware and software.

The shortcomings observed above do not, however, detract from the overall excellent progress made by ORNL in the systematic evaluation of the Cray X1.  The “half system” was delivered in July and the full system passed acceptance test on December 15, 2003, less than two months ago!   Considering this timescale, the progress is remarkable.   

During the coming months, ORNL should address the above issues, while continuing and expanding the Outreach Activities described in Section 5 of the report, Cray X1 Evaluation Status Report (ORNL/TM-2004/13).  Sustaining the openness of the evaluation process and, for example, increasing the involvement of the other DOE Laboratories, in particular, the other Office of Science Laboratories, and the academic researchers supported by the Office of Science will enhance the credibility of the evaluation.  ORNL should consider approaches to reporting the experiences of various application groups and “best practices” at venues such as SCXY with broad community participation to supplement events with limited participation such as the Cray User Group.

Appendix: Important new scientific applications for the Cray X1

Here the committee would like to point out applications not presented in detail at the review, but which would benefit from the Cray X1.  We would like to specifically highlight a very important new application, first principles molecular dynamics (FPMD), also known as Car-Parrinello MD, for which the Cray X1-type computers should yield fundamentally new scientific capabilities.  FPMD simulates the motions of molecules but uses accurate quantum mechanical force fields (rather that the “ball-and-spring” force fields used in classical MD).  In principle FPMD should allow the accurate simulation of many chemical, nanostructural, and biological processes that involve bond breaking and formation, but it is extremely computationally costly, currently limited to simulations of a few hundred atoms for a few pico-seconds.  A hundred-fold increase in the usable computational capability would dramatically increase the range of applicability of FPMD.  The existing FPMD methods have been the object of extensive and ongoing algorithmic improvement, so that new hardware, such as the Cray X1 would likely be quickly adopted by this community and could lead to a lot of high-impact science.

The molecular simulations methods described above have important applications in biology.  In addition, there are a number of other computational methods important to biology for with Cray X1-type computers should have longer-range impact.  Simulating the behavior of the metabolic and regulatory circuitry in a cell will require reaction-kinetic models involving many thousands of chemical components over long timescales.  Moreover, since all cells (even bacteria) are now know to maintain chemical concentration gradients these simulations will need to include 3D diffusion and transport.  At present these types of simulations are mostly limited by the availability of good quantitative data; however, there are many large research programs aimed at providing high-throughput quantitative biophysical data, so the situation could quickly switch from being data-limited to computationally limited.  Based on the results seen for analogous CFD and climate methods, it is likely that simulations of cellular reaction-diffusion would be efficient applications for Cray X1-type computers.

Finally, there are some applications important to biology for which the high single-processor speeds and fast communication speeds of the Cray X1 do not convey an obvious advantage over non-vector MPP systems.  For example, a tremendous amount of computing is devoted to DNA and protein sequence comparisons, but these applications are very amenable to course-grained parallelism.  A possible exception could be certain “gold-standard” analyses with a very high computation/data ratio, such as computing a very accurate phylogenetic tree for a small number of genes that could be used to benchmark the accuracy of heuristic methods.
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