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Abstract

A Galerkin boundary integral procedure for evaluating the complete deriva-

tive, e.g., potential gradient or stress tensor, is presented. The expressions for

these boundary derivatives involve hypersingular kernels, and the advantage of

the Galerkin approach is that the integrals exist when a continuous surface in-

terpolation is employed. As a consequence, nodal derivative values, at smooth

surface points or at corners, can be obtained directly. This method is applied

to the problem of electromigration-driven void dynamics in thin �lm aluminum

interconnects. In this application, the tangential component of the electric �eld

on the boundary is required to compute the ux of atoms at the void surface.

Key words. boundary integral method, surface derivatives, hypersingular

integrals, Laplace equation, electromigration.

1 Introduction

After a problem has been solved by means of the boundary integral method, the normal
derivative { e.g., normal ux component in potential theory or traction in elasticity { is
known everywhere on the boundary. Some applications, however, require knowledge of
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the complete surface derivatives, e.g., electric �eld or the full stress tensor. The tangential
components can be expressed as boundary integrals of known quantities, but numerical
evaluation is complicated by the presence of hypersingular kernel functions. Existence
of the integral requires that the function (e.g., potential, displacement) multiplying the
hypersingular kernel be di�erentiable (C1) at the node (Gray 1991; Krishnasamy, Rizzo
and Rudolphi 1991; Martin and Rizzo (1989,1996)), and this interpolation constraint is
the source of the di�culty.

Previous work on this topic, mostly in the context of evaluating the surface stress tensor in
elasticity, has taken three paths. The earliest work employed �nite di�erencing (Cruse and
Van Buren 1971; Rizzo and Shippy 1968) or di�erentiation of the shape functions (Sladek
and Sladek 1986) to obtain the necessary derivatives of displacement. While simple,
the drawback of this approach is, not surprisingly, loss of accuracy, as the tangential
components are less accurate than the known or computed normal component. The
second approach is to attack the hypersingular integral directly. Calculations employing
C1 Overhauser splines (Hildenbrand and Kuhn 1992) have been successful, but these
elements are di�cult to work with and are computationally expensive, especially in three
dimensions. Hermite elements (Rudolphi 1989; Watson 1986) are a possible alternative,
but this approximation is not in widespread use, again due to computational cost. An
additional important drawback of the direct approach is that the implementations are
generally applicable only for smooth surfaces (Fiedler 1995). Evaluation of hypersingular
integrals at corners and edges involves interpolation constraints that are generalizations
of the C1 condition for smooth surfaces, and these conditions are di�cult to incorporate
numerically (Gray 1994).

The third class of methods is indirect techniques, which in some manner bypass the hy-
persingular integral and the di�erentiability condition. In the `non-conforming' approach,
derivatives are evaluated at points interior to the element (Guiggiani 1993; Lutz, Gray
and Ingra�ea 1990; Zhao 1997), where all functions are di�erentiable the hypersingu-
lar integral exists. However, the nodal values must then be obtained by an additional
approximate interpolation. A completely non-hypersingular scheme, and perhaps the
best available method for nodal derivatives, is the `displacement gradient' approach of
Okada, Rajiyah and Atluri (1988,1989). This technique formulates an additional, non-
hypersingular, system of boundary integral equations for the gradient, from which the
stress can be computed. Its main advantage is that nodal values are computed using
standard and relatively straightforward numerical methods, Matsumoto, Tanaka and Hi-
rata 1993. However, a completely new boundary integral formulation, i.e., new kernel
functions, must be implemented and solved.

In this paper, a general algorithm for direct evaluation of nodal surface derivatives, using
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standard continuous (C0) elements, is presented (section 2). This is accomplished by
employing a Galerkin treatment (Kane 1994) of the integral equations that de�ne the
derivatives. The Galerkin formulation uses a second integration over the boundary, and
this extra integration allows the hypersingular integral to be de�ned for a C0 interpolation.
This approach is similar to displacement gradients in that a system of equations for the
surface derivatives everywhere on the boundary is constructed. However, the Galerkin
method does not require a new integral equation formulation, and it should be appreciably
faster. In two dimensions, the tangential derivative can be computed directly, as opposed
to computing the gradient components, and thus there are half as many unknowns. In
three dimensions there is not a unique tangent vector, and thus the Galerkin method
will generally have to compute gradient components. However, in elasticity (or other
vector problems), the method can work with the stress tensor components directly; in
this case, there are only six unknowns (from the symmetry of the tensor) compared to
the nine displacement gradients. Moreover, the Galerkin coe�cient matrix is sparse and
symmetric, and the system of equations `naturally' terminates at boundary corners.

As a consequence, the primary advantage of this approach over displacement gradient
is reduced computational e�ort. Two additional advantages are that tangential deriva-
tives at boundary corners can be directly evaluated, and that only the usual singular and
hypersingular equations are required.

This algorithm was motivated by, and is applied to, a problem of physical and technological
interest: electromigration-driven void dynamics in aluminum thin �lms. These �lms are
used for device interconnections in modern integrated circuits. Electromigration-induced
interconnect failure is one of the most serious reliability problems in microelectronics,
see e.g., Bower and Freund 1995; Maroudas 1995; Maroudas and Pantelides 1995, and
references therein. Modeling the e�ect of an electric �eld on the void requires solving a
boundary value problem involving Laplace's equation for the electrostatic potential, and
then computing the tangential component of the electric �eld on the void surface. This
tangential component is responsible for driving atomic electromigration on the surface. As
the exact solution is not known in the electromigration calculations, the boundary integral
results are validated by comparing with solutions obtained with the �nite element method
employing highly re�ned meshes (section 3).

2 Calculation of Tangential Derivatives

Although presented here in the context of the Laplace equation, the algorithm for calcu-
lating surface derivatives is a general scheme and should prove useful in other applications,
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e.g., calculation of the surface stress tensor in mechanics problems. The boundary integral
equations for the two dimensional Laplace equation, r2� = 0 in the domain D, are the
equations for surface potential �
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Here n = n(Q), N = N(P ) denote the unit outward normal on the boundary curve � of
the domain D, and P and Q denote points on �. These equations are customarily written
with a `solid angle' coe�cient multiplying the leading term, Kane 1994. However, it is
assumed that the singular integrals are de�ned in terms of a limit to the boundary, thus
resulting in a coe�cient of 1, Lutz and Gray 1993. Although the fundamental solution is
usually taken as the point source potential,

G(P;Q) = �
1

2�
log kQ� Pk : (3)

the electromigration calculations presented below will employ an approximate Green's
function tailored to this particular problem.

Using Eq. (1) and/or Eq. (2), the boundary value problem can be solved, and the
potential and normal ux are then known everywhere on the boundary. Replacing N with
the unit tangent T in Eq. (2), the tangential component of the electric �eld can be
expressed as
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However, as discussed in the introduction, direct evaluation of this equation is di�cult
because the hypersingular integral requires that � be di�erentiable at the `collocation
point' P . Thus, unless a C1 interpolation was employed in solving the problem, direct
evaluation of Eq. (4) at a nodal point is not possible. The di�erentiability condition
does not arise if Eq. (4) is implemented via a Galerkin approximation. In this approach,
the shape functions  k(P ) are employed as weighting functions, enforcing the tangential
derivative equation in the form
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In e�ect, the added integration over P counterbalances the extra di�erentiation with re-
spect to P , and thus the hypersingular integral will exist even with a C0 interpolation of
the potential. Note that this approach sets up a system of algebraic equations for the
derivative values: the equation centered at a particular node P0 ( k(P0) = 1) will nec-
essarily involve values at all `neighboring' nodes, i.e., nodes belonging to elements where
 k(P0) 6= 0. Thus, Eq. (5) represents coupled equations for d�=dT on the boundary.
However, unlike with the displacement gradient method, this system of equations natu-
rally terminates at boundary corners or edges (this will be discussed in more detail below).
This aspect is advantageous for problems in which the tangential derivative is not needed
everywhere on the boundary. Moreover, the coe�cient matrix (left-hand side of Eq. (5))
is trivial to compute: it is symmetric, involves only "nearest neighbor interactions" (the
shape functions will generally have limited support), and the non-zero elements simply
require the integration of a pair of shape functions. The evaluation of the right hand side
of Eq. (5), however, will be a relatively expensive calculation.
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Figure 1: The errors in the calculated normal and tangential components of r�, for
the solution of Laplace's equation on the unit disk with Dirichlet boundary conditions.

More or less standard boundary integral techniques can be used to approximate and solve
Eq. (5). Various direct and regularization methods have been developed for treating
the hypersingular integral within a collocation approximation, Gray, Martha and Ingra�ea
1990; Guiggiani 1993; Krishnasamy, Rizzo and Rudolphi 1991; Tanaka, Sladek and Sladek
1994. In this work the singular Galerkin integrals are evaluated using a combined analytical
and numerical approach, Gray 1998. These techniques are similar to the collocation
techniques presented in Gray 1993.

5



As a preliminary test of this method, Laplace's equation was solved on the unit disk,
with Dirichlet boundary values � = x2 � y2. The exact gradient on the surface is r� =
(2x; �2y). Fig. 1 displays the errors in the computed normal (Laplace solution) and
tangential (post-processing solution) derivatives. As the solutions are symmetric, only the
results of the bottom half of the unit circle are shown. Note that the error in the tangential
component is of the same order of magnitude as the error in the initial solution. This
calculation, and those reported in the next section, employed a linear element Symmetric
Galerkin approximation, Hartmann, Katz and Protopsaltis 1985.

Boundary Corners

As mentioned briey in the introduction, previous methods for evaluating surface deriva-
tives have serious di�culties at boundary corners and edges. For direct collocation of a
hypersingular integral at a corner point, existence of the integral requires that the interpo-
lation of the potential and the normal ux be consistent (Gray and Lutz 1990; Gray and
Manne 1993). This constraint is the analogue of the smooth surface C1 condition, and
while it can be incorporated in the approximation, it is not a simple matter, Gray 1994.
It is possible that the `displacement gradient' method can compute values at a corner,
but existing implementations appear to be valid only for smooth surfaces, Okada, Rajiyah
and Atluri 1988, pg. 789. As a consequence, this approach computes derivatives at nodes
shifted away from the corner.

The exibility provided by the choice of weight function allows a simple treatment of
corners within the Galerkin method. In two dimensions, the corner is represented by
the usual technique of a `double node' pair, one node for each side of the corner. A
tangential derivative equation for each node is obtained by specifying that the weight
function  k be non-zero on only one side of the corner. Thus, the two corner nodes
have di�erent, non-overlapping, weight functions, and the system of linear equations is
non-singular. Another consequence of this procedure is that the equations `terminate' at
a corner: since the product of the two shape functions at the corner is zero, there is no
matrix element connecting the two tangential derivative values. This is potentially very
useful for applications which do not require knowledge of the derivative everywhere on
the boundary.

As a simple example, the Dirichlet problem discussed above has been solved on the unit
square, employing a uniform grid spacing of 0:05. The calculated values for both normal
and tangential derivatives at the corners are shown in Table 2. These results indicate
that the method can accurately determine the multiple values at a corner. Note that in
this case the tangential values are more accurate than the computed normal derivatives.
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corner Normal Derivative Tangential Derivative
point Calculated Exact Calculated Exact

(0:0+; 0:0) 0:03458 0:00000 0:01488 0:00000
(0:0; 0:0+) �0:03458 0:00000 0:01488 0:00000
(1:0�; 0:0) 0:03376 0:00000 1:98500 2:00000
(1:0; 0:0+) 1:96531 2:00000 �0:01467 0:00000
(1:0; 1:0�) 1:96613 2:00000 �1:98521 �2:00000
(1:0�; 1:0) �1:96613 �2:00000 �1:98521 �2:00000
(0:0+; 1:0) �1:96531 �2:00000 �0:01467 0:00000
(0:0; 1:0�) �0:03376 0:00000 1:98500 2:00000

Table 1: Calculated normal and tangential derivatives at the corners of the unit square
for the solution of Laplace's equation with Dirichlet boundary values � = x2 � y2.

Apparently, this is not uncommon, Guiggiani 1993.

3 Electric Fields on Voids in Interconnects Under

Electromigration Conditions

In this section, Eq. (5) is applied to a problem of practical interest, electromigration-
induced failure in metallic thin-�lm interconnects. Tangential derivative solutions are
shown to be in excellent agreement with �nite-element simulations employing re�ned
meshes.

As electronic device sizes keep decreasing toward ultra-large scale integration (ULSI), me-
chanical failure in Al-based thin �lm interconnects presents a serious reliability challenge.
Open-circuit failure due to void propagation is a common failure mechanism in acceler-
ated electromigration testing experiments. Void nucleation occurs during thin �lm thermal
processing and subsequent void growth and migration take place during circuit operation.
A simple geometry for a two-dimensional simulation of electromigration-induced void dy-
namics is shown in Fig. 2. The model domain, �1 < x <1, 0 � y � W , consists of a
strip representing an Al thin �lm in a solid state device which has been damaged by the
formation of a void. The dynamics of a void under the action of external forces, such as
applied electric �elds, mechanical loads, and thermal stresses (Maroudas, Enmark, Leibig
and Pantelides 1995), is of utmost importance in the context of interconnect failure. Here,
the interaction of the void with an imposed electric �eld is considered.

A boundary integral approach is particularly appealing for simulating electromigration-

7



Insulating boundary
Void surface

W

x

y

Figure 2: A two dimensional model for a damaged interconnect �lm, consisting of
a strip of in�nite length and width W (solid line) containing a void defect (dashed
line).
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induced void dynamics. First, only surface quantities, such as the tangential component
of the electric �eld E, are needed for the simulation. This is due to the fact that, for the
materials involved and the temperature range of interest, surface di�usion is a much faster
process than di�usion in the �lm away from the void surface (Bower and Freund 1995;
Maroudas 1995; Maroudas and Pantelides 1995). Thus, only surface di�usional processes,
such as surface electromigration, need to be considered. Moreover, with the Galerkin
algorithm, surface derivatives can be evaluated directly (i.e., without �nite di�erence
approximations) and, as indicated by Fig. 1, as accurately as the initial solution of the
di�erential equation.

Second, as the void surface evolves, re-discretization of the domain is considerably easier
for a boundary method. In fact, the boundary integral calculation can be formulated so
that only the void surface is input to the calculation. In this case, the only remeshing
required would be when the transformed grid on the void no longer produces an accurate
solution, e.g., nodes drifting apart. A `void only' simulation is achieved by replacing the
point source potential, Eq. (3), by a Green's function which exactly satis�es the zero-ux
boundary condition on the y = 0 strip boundary and closely approximates this condition
on y = W (Gray, Maroudas, Enmark and D'Azevedo). This permits the removal of these
surfaces from the calculation, as all integrals over the strip in Eq. (1) and Eq. (2) vanish
or nearly vanish. In addition to simplifying the solution to Laplace's equation, this is also
convenient for the post-processing computation of the tangential derivatives. The strip
boundaries are no longer present, and thus limiting the derivative calculation to the void
surface is no longer an issue.

Let �(x; y) denote the electrostatic potential, so that E = �r� is the electric �eld
(or potential ux) and, since E is solenoidal and irrotational, r2� = 0. The boundary
conditions are zero normal ux on the insulating strip boundaries and on the void surface,
together with an imposed electric �eld E = (E1; 0) at in�nity, i.e., far away from the
void surface. It is convenient to reformulate the problem by de�ning the potential � via

� = �E1x + � ; (6)

so that � vanishes at in�nity. Note that the boundary conditions for � remain zero normal
ux on the strip boundaries, where n = (nx; ny) = (0;�1), while on the void surface

r� �n = E1nx : (7)

The electric �eld contribution to the ux of atoms on the void surface is proportional to
the tangential component,

Es = �r� �T = �r� �T+ E1tx ; (8)
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where T = (tx; ty) is the unit tangent vector on the void. Once the surface atomic ux
is known, the void velocity normal to the void surface can be computed from the surface
divergence, @Es=@s, where s indicates the arclength measured along the void surface.
The void surface can then be advanced in time, and the process repeated with the new
geometry. A method for calculating @Es=@s within the boundary integral formulation will
be presented in a forthcoming publication (Maroudas, Enmark, Gray and D'Azevedo).

The boundary integral solution for � is obtained using a linear element symmetric Galerkin
approximation, Hartmann, Katz and Protopsaltis 1985. As the boundary condition on the
void is speci�ed ux, using the ux equation, Eq. (2), in conjunction with a Galerkin
formulation results in a symmetric coe�cient matrix.

To validate the Galerkin technique, the results of the boundary element (BEM) tangential
derivative calculations are compared to corresponding computations carried out with the
�nite element method (FEM). The FEM solution to Laplace's equation utilized an 8-
noded serendipity element, and a �nite domain of length L in the x direction, the void
placed in the middle of the domain. The value of L was determined by a series of
convergence tests to guarantee that the application of the far-�eld condition at the ends
of the �nite domain does not a�ect the quantitative accuracy of the computations. In all
cases, L = 12W was found to be satisfactory. The FEM meshes are graded very �nely
near the void surface where high potential gradients are expected, and along the void
surface for accurate evaluation of the tangential component of E. Typically, the number
of degrees of freedom involved in the FEM simulations is on the order of 104. In the BEM
calculations discussed below, the number of nodes on the void is 101.

In the �rst set of calculations, the tangential derivative is determined for an initial void
shape and three subsequent perturbations of this shape, which are shown in Fig. 3. The
width of the interconnect in these calculations is W = 3:0, and thus the void is well
separated from the top boundary. The initial shape is a circular arc, which corresponds
to the steady solution for E1 = 0. The other three void morphologies are steady state
solutions as E1 increases from zero. These steady solutions correspond to a zero surface
ux divergence for given values of E1 and involve solving the nonlinear surface di�usion
and electromigration problem coupled self-consistently with the electric �eld. The details
of the self-consistent solution scheme for void morphological stability analyses under elec-
tromigration conditions will appear elsewhere. The results of the calculations, shown in
Fig. 4, are in excellent agreement with the �nite element solutions.

A second set of steady void morphologies and the corresponding void surface solutions for
the tangential component of E are displayed in Figs. 5 and 6. In this case, however, the
width of the strip isW = 0:5; thus, the void spans roughly 80% of the interconnect in the
y direction. For such geometries, the electric �eld computation becomes more di�cult for
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Figure 3: Four steady void shapes in an Al strip of width W = 3:0. The length scale
is set by the size of void (a) in the direction of the electric �eld. The void volume
(area in this two-dimensional model) is conserved as the void morphology changes.
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Figure 4: Comparison between the tangential derivative calculations using the FEM
and BEM methods for the voids shown in Fig. 3. The tangential derivative curves
(a)� (d) correspond to the shapes in Fig. 3.
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both �nite element and boundary element methods. The magnitude of the electric �eld
near the top of the void is much higher and the electric �eld gradients are much steeper
in this case. Once again, the results from both methods match very well.
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Figure 5: Four steady void shapes in an Al strip of width W = 0:5. Again, the void
area is conserved.

4 Conclusions

A Galerkin algorithm for the post-processing evaluation of tangential derivative values has
been shown to produce highly accurate results. The primary advantages of this technique
are that nodal derivative values are obtained directly and accurately, evaluation of the
hypersingular equation is carried out with standard C0 boundary interpolations, and that
corners and edges present no di�culties. These three features should make this approach
attractive for most applications.

The development of this method was motivated by a problem of technological interest,
electromigration-driven void dynamics in metallic thin �lms. Although this application
involved the solution of the two-dimensional Laplace equation, there is no di�culty in
extending this work to either three dimensions or other equations. In particular, evaluation
of the surface stress tensor presents no additional di�culties.

The boundary derivatives are determined by solving a system of linear algebraic equations,
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Figure 6: Comparison between the tangential derivative calculations using the FEM
and BEM methods for the voids shown in Fig. 5. The tangential derivative curves
(a)� (d) correspond to the shapes in Fig. 5.

and as a consequence the initial formulation requires that these values be obtained ev-
erywhere on a smooth connected segment of the boundary. The fact that the Galerkin
method is not a single point algorithm is a potentially serious drawback of the method, as
it may pose an unacceptable computational burden in some applications. If the derivative
is only needed on a small portion of a segment, then given expense of computing the right
hand side in Eq. (5), computing derivatives on an entire segment could easily become too
time consuming. Preliminary tests indicate that the system of equations can be truncated
to a `slightly enlarged' region of interest, with little loss of accuracy. However, this trun-
cation scheme is a rather crude approximation, and further work is required to determine
a more e�ective method for terminating the system of equations.
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