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Abstract:

The Department of Energy’s Office of Epidemiologic
Studies (http://tis.eh.doe.gov/epi/) uses epidemiologic
surveillance to monitor morbidity and assess the over-
all health of the work force. Annual reports summarize
the results of epidemiologic surveillance at participating
sites. This paper describes methods for the analysis of
disease specific relative risk experienced by occupational
groups. In this situation, there is no logical nonexposed
(i.e., referent) group. Poisson regression is used to de-
velop a method with the entire cohort as the referent
group, and considers age and gender as potential con-
founding variables and/or effect modifiers. A log-linear
regression function describes the effect of the explana-
tory variables on disease rates. An example is presented
to illustrate the methods. Links to more detailed infor-
mation and data that are available on the Internet are pro-
vided at http://www.epm.ornl.gov/~frome/.

1. Introduction

The mission of the U.S. Department of Energy’s1(DOE)
epidemiologic surveillance program is to monitor mor-
bidity, assess the overall health of the work force,
and identify groups that may be at increased risk for
occupation-related injury or illness. The program pro-
vides a focus for actions that may reduce or elim-
inate risk. Epidemiologic surveillance also provides

1Abbreviations used: AIC; Akakie Information Criterion; df, de-
grees of freedom; DOE, Department of Energy; ESRWS, epidemio-
logic surveillance report web site; ESDC, Epidemiologic Surveillance
Data Center; GLM, generalized linear model; LRR, log relative risk;
ORISE, Oak Ridge Institute for Science and Education; ORNL, Oak
Ridge National Laboratory; pyrs, person-years; PR, Poisson regres-
sion; RR, relative risk; SE, standard error.

a means for measuring the effectiveness of correc-
tive actions. This is accomplished through the rou-
tine collection, analysis, and interpretation of selected
morbidity, demographic, and occupational exposure
data. Additional information is available underIn-
tramural Health Studiesat DOE’s Epidemiologic Stud-
ies Internet site (http://tis-nt.eh.doe.gov/epi). The epi-
demiologic surveillance report web site (ESRWS) at
http://www.epm.ornl.gov/~frome/ES presents a detailed
description of an annual report.

This paper presents a method for the estimation of an-
nual age-adjusted diagnostic rates and relative risks for
occupational groups. A log-linear Poisson regression
model is used to estimate parameters of interest, (e.g.,
relative risks for occupational groups) and to ”adjust” for
explanatory variables of secondary interest ( age and sex)
that may be confounders and/or effect modifiers.

1.1 Description of Data

Data are collected by coordinators at each DOE site and
submitted to the Epidemiologic Surveillance Data Center
(ESDC), located at the Oak Ridge Institute for Science
and Education (ORISE). The ESDC is responsible for
quality control, record linkage, and nosological coding
of the diagnostic data according to the ICD-9-CM. The
source data files obtained obtained annually from each
facility are (1) a roster file, (2) a five day absence file,
and (3) an OSHA-Recordable events file. The later two
files containhealth events. There is at least one disease or
injury diagnosis associated with each health event. The
event files and the roster are used to generate stratified
tables that serve as the starting point for Poisson regres-
sion.

2. Statistical Analyses

The theoretical and computational basis for using regres-
sion methods to obtain maximum likelihood estimates
of parameters in regression models for Poisson dis-
tributed data—i.e., Poisson regression (PR)—was given
by Fromeet al [11]. For application of PR to event rate



analysis see Frome [7] and for discussion of epidemio-
logic applications see [8, 12, 10]. Clayton and Hill [4]
present an excellent discussion of PR and its advantages
over stratified analysis. Breslow and Day [2] provide
a good intermediate-level treatment of PR in epidemi-
ologic studies, and McCullagh and Nelder [14] provide a
more general mathematical treatment of generalized lin-
ear models (GLM).

2.1 Poisson Regression Model For Event Rate Data

Let yi jk denote the number of diagnoses in theith age
group, jth sex , andkth occupational category for a given
calendar year. Theyi jk are treated as observed values of
Poisson variates with expectation

E(yi jk) = ni jkλi jk = ni jkexp(Xβ); (1)

wherei = 1; : : : ; I ; j = 1;2; andk= 1; : : : ;K. In Eq. (1),
λi jk is an expected rate (defined by a regression func-
tion), X is a row vector of explanatory variables,β is
the vector of regression parameters (see below), andni jk

denotes the person-years (in 1000s) so that rates are per
thousand person-years (pyrs). The value of each row X
of the model matrix is determined by the factor levels for
that observation and the constraints that are used. Eq. (1)
is generally referred to as a multiplicative or log-linear
regression function.

2.2 All Explanatory Variables as Factors

A standard notation in the statistical literature for a log-
linear PR model with explanatory variables age, sex, and
occupational group considered as factors is

log(λi jk) = µ+αi +θ j +δk: (2)

This main effects modelincludes all three explanatory
variables, but has nointeractionterms. The explanatory
variable of primary interest (i.e., theexposurevariable)
is occupational group, and age and sex are viewed as con-
founders and/or effect modifiers. In Eq. (2),δks repre-
sent occupational group effects,αis age effects,θ js sex
effects, andµ is the ”overall rate”—all on on a logarith-
mic scale. For practical reasons [4] it is more convenient
to write Eq. 2 as

log(rate) = r+ag+s+og; (3)

whereag is the age factor withI levels,s denotes sex
with two levels,og is occupational group withK lev-
els, andr corresponds toµ. This notation corresponds to
that used in statistical programs that fit generalized linear
models such as GLIM [6] and Splus [3, 16]. For exam-
ple, in computer output the value ofa(i) corresponds to
the estimate ofαi in Eq. (2) notation. The parameters in

Eq.(2) are not all estimable, and constraints are imposed
by the coding used to define the rows—X in Eq.(1)—of
the model matrix.

2.2.1 Conventional Constraints Used in GLMs

The usual convention used to impose constraints when
fitting log-linear models—see e.g. [2, 4, 6]—is to take
the first (or some other appropriate) level of each factor
as the baselinerate (i.e., seta(1) = s(1) = og(1) = 0).
In this approach,r represents the log of the baseline rate
when all factors are at their first (referent) level. If the
exposurevariable has a ”natural” referent level (i.e., level
one corresponds to thenonexposed group), this approach
is reasonable, andog(2), ...,og(K) are log relative risk
(LRR) estimates with group 1 as the referent group. The
referent level for age and sex is usually unimportant and
can be changed to any convenient value.

In the epidemiologic surveillance situation there is
no particular occupational group that is appropriate as
the nonexposed groupfor each disease or injury cate-
gory. One way to deal with this is to define an indicator
variable for thekth occupational group, such asxg= 1
if og = k and xg =0 otherwise. Next, fit the model
log(rate) = ag� s+ xg , whereag� s is shorthand for
r +ag+ s+ag : s. The parameter estimate correspond-
ing to xg is the LRR for thekth occupational group (i.e.,
the ”exposed”) relative to all other workers (the ”nonex-
posed”) adjusted for age and sex. This is equivalent to the
method described by Greenland and Sanders [13]. They
also discuss the closed-form stratified Mantel-Haenszel
rate ratio estimator proposed by Rothman and Boice
[15]. The indicator variable approach leads to relative
risk estimates that are difficult to interpret since the ref-
erent group changes for each value ofk. This stratified
analysis also precludes the possibility of looking at in-
teractions, e.g. between occupational group and sex, that
may be of practical interest.

2.2.2 The Sum To Zero Constraints

When there is no logical control group, theeffects sum to
zero restrictions can be used. Specifically, assume that
the a(i)s, s( j)s, andog(k)s each sum to zero. These
are the classical assumptions used in the analysis of vari-
ance for linear models—see e.g. Section 9.7, Draper and
Smith [5]. In this situation:

� r is the log of theoverall disease rate(1 parameter),

� ag(i) is theith age group effect (I parameters) ,

� s( j) is the effect ofjth sex (2 parameters), and

� og(k) is thekth occupational group effect
(K parameters).
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The parametersog(k) represent the amount by which
the kth occupational group differs from the overall rate
on the log scale. Exp(r) is an estimate ofoverall an-
nual disease rate, and for a given diagnostic category,
exp[og(k)] is the age and gender adjusted relative risk for
thekth occupational group with all employees at the site
as the comparison group. Estimates of the LRR param-
eters (adjusted for age and gender) are obtained by fit-
ting the main effects model in Eq.(2). An alternative ap-
proach is to use a stratified (on age and gender) analysis.
This is equivalent to fitting the main effects model with
an age-gender interaction term added to the the model:

log(rate) = r+ag+s+ag:s+og: (4)

2.2.3 Representation of Relative Risk in Log Percent
(L%) units

The parameterog(k) can be viewed as the difference be-
tween thekth occupational group and the overall rate
on a logarithmic scale (i.e., the log difference). Torn-
quist, Vartia and Vartia [17] have discussed the use
of the log difference as a measure or relative differ-
ence in an economic context, and proposed the conven-
tion of multiplying the values by 100 and calling this
log percent denoted by the symbol L%. They show
that log difference is the only symmetric, additive, and
normed indicator of relative change. Further discus-
sion and examples of the use of this approach to de-
scribing relative risks in log percent units in an epidemi-
ologic context are given by Fromeet al [9, 10] (see
www.epm.ornl.gov/~frome/ORMS/repht/node22.html)

3. Results

The data in the example was obtained from the ESDC
and was used to calculate the relative risk results in
the 1993 Rocky Flats Annual Report using the indica-
tor variable method. Tables stratified by age, sex, and
occupational group for several diagnostic categories are
available at ESRWS (seeRocky Flats Annual Report
for 1993) , along with a description of the Rocky Flats
Plant and other material included in the annual DOE/EH-
62 epidemiologic surveillance report. Theses tables are
based on health events which are defined as a period of
five or more consecutive work-days away from work due
to an illness or injury. There were 1,113 health events
and the total person-years for the workforce was 6,348
(50 person-years with an unknown occupational category
were excluded from this analysis).

Data for diseases of the respiratory system are used to
illustrate the method. The LRR estimates in L% units
are given for several models in Table 1. The results on
line 1 are unadjusted estimates of the occupational group

Table 1: Analysis of Deviance Table For Diseases of
the Respiratory System. The Deviance for the Main
Effects Model (MEM) is 69.84.

Model/Term a df b Delta Devc Probd AIC e

1 ag + s + og 49 0.0 0.0 91.84

2 remove ag 4 +4.991 0.2882 88.83
3 remove s 1 +80.272 0.0000 170.11
4 remove og 5 +20.046 0.0012 101.89

5 add ag:s 4 -4.396 0.3551 95.44
6 add ag:og 20 -29.702 0.0748 102.14
7 add og:s 5 -11.952 0.0355 89.89

aThe first row is for the main effects model.
bDegrees of freedom for term added.
cChange in Deviance from MEM for term in column 1.
dProbability for term added.
eAkaike Information Criteria= Deviance + 2df.

LRR parameters. From Row 2 of Table 1, the overall
rate for the main effects model in Eq. (2) is exp(4.37)=
79/1000 pyrs. The age and gender adjusted LRR for
the six occupational groups are given on line 2 of Ta-
ble 1, and are shown graphically with 95% confidence
limits in Figure 1. For example, for Technical workers
og(3)= 0.2309; this is written as 23.09L% (read as 23.09
log percent ). The conventional relative risk estimate is
exp(0.2309)= 1.26 and the ”adjusted rate” for og(3) is
1.26*79 = 100/1000 pyrs. If the first group is viewed
as the referent group, then the LRR for thekth group is
easily obtained by subtraction. For example (see Table
1 Row 2) if Technicians are compared to Administrative
workers the LRR is 23.09 - (-21.41) = 45.68L%, corre-
sponding to a RR of 1.58. Estimates of the log relative
risk parameters for og based on the stratified analysis—
see Eq. (4)—are on line 3b and are in close agreement
with the results for the main effects model.

The analysis of deviance (AOD) table for the example
is given in Table 2. The main effects model is used as the
reference model for several likelihood ratio tests. The
effect of removing factors is shown on lines 2-4, and the
effect of adding interaction terms is shown on lines 5-7.
The deviance for the main effects model is 69.84 with 49
df, providing some indication of lack-of-fit. From line
3 of Table 2, gender is seen to be the strongest explana-
tory variable. The value of the LRR estimate for females
is s(1)= 47.2L% (SE= 5.19), and the corresponding rate
(adjusted for age and og ) is exp(0.472)*79= 126/1000
pyrs. Since, by definition, s(2)= -s(1), the adjusted rate
for males is 49/1000 pyrs. In conventional terms, the res-
piratory disease health event rate is 2.6 times higher for
females than for males.

Lines 5-7 in Table 2 show the effect of adding inter-
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Table 2: Estimates of Log Relative Risk ( L% Units) For Diseases of the
Respirataory System By Occupational Groups

Model ra Admnb Prof Tech Serv CrML Nucl
0) r alone 4.25 0 0 0 0 0 0

1) r+og 4.27 9.40 -32.36 27.36 44.18 -34.37 -14.21
2) r+og+ag+s 4.37 -21.41 -23.30 23.09 48.02 -14.09 -12.32

3a) r+ ag:s 4.29 0 0 0 0 0 0
3b)r+og+ag:s 4.37 -22.21 -22.71 23.47 48.04 -13.58 -13.02

ar = log Overall Disease Rate, e.g. exp(4.37)= 79 events per 1000 person years
bExample: For Model 2 the RR for the Admin Group is RR= exp(-.2141)= 0.807

action terms to the main effects model. The og:s term is
large, indicating that a more detailed analysis may be of
interest. The last column of Table 2 gives the value of
the Akaike information criterion (AIC) for each model
in Table 2. The AIC—see [1, 12, 14]—combines a mea-
sure of the discrepancy between the fitted values and the
data (as measured by the deviance), and the simplicity
of the model (as reflected by the number of parameters).
The AIC is used to identify ”good models” and smaller
is better. The smallest values for the AIC occur for the
models that include occupational group and gender.

In summary, PR using the main effects model in Eq.
(2) with the effects sum to zero restrictions provides an
effective data analysis method for routine use in epidemi-
ologic surveillance. For each disease category estimates
of the overall adjusted rate and the LRR for each occu-
pational group provide summary information for a given
facility in a specific year. The AOD table is used to fur-
ther evaluate alternative models that may be of interest
and to determine the relative importance of each of the
explanatory variables. An important advantage of PR is
that it can be easily extended to combine data over time
and DOE facilities when compatible data structures are
available.
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Figure 1: LRR estimates are shown in L% units (bottom horizontal scale). Point estimates are diamonds, and 95% CIs
are horizontal lines for each occupational group.
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