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Project Purpose and Summary

The purpose of this multi-disciplinary project is to accelerate the development of the Community Climate System Model (CCSM), a computer model of the Earth’s climate that combines component models for the atmosphere, ocean, land and sea ice. The CCSM is used throughout the climate community to study and assess climate change; the June 2004 release of the CCSM3 was used for the Intergovernmental Panel on Climate Change (IPCC) Fourth Assessment, completing over 10,800 years of simulated climate.  The simulation results have been made available to researchers internationally using the SciDAC Earth System Grid.  Over 200 scientific papers have resulted using this data.

There are two goals to this project.  The first goal is to improve software design and engineering of the CCSM and its component models and improve performance portability across the wide variety of computer architectures required for climate assessment simulations. The second goal is to accelerate the introduction of new numerical algorithms and new physical processes within CCSM models.  The recent introduction of atmospheric chemistry and ocean ecosystems along with new formulations and algorithms for ocean and ice dynamics are extending the ability of the model to simulate complex climate interactions and feedbacks.  Improving the representations of biogeochemical processes and the carbon cycle in particular, supports the DOE’s Climate Change Prediction Program. 

Science Highlights

An important focus of recent work has been the addition of carbon cycle, atmospheric chemistry and ocean biogeochemistry to enable simulations of the full carbon and sulfur cycles and their feedbacks on the physical climate system. In the ocean code POP2, an ecosystem model of Doney, Moore and Lindsay has been implemented and extended by Elliot and Shu to include trace gases like dimethyl sulfide that are important in the formation of sulfate aerosols.  
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Figure 1  Surface chlorophyll distribution simulated with the biogeochemical version of the POP for conditions in late 1996 (a La Niña year).  Biological activity is intense across the equatorial Pacific.

The CLM3 land model includes both the CASA’ (Fung) or the CN (Thornton) extensions to provide an interactive carbon cycle that links to the atmosphere through the new coupler.  The Net Primary Production from the CASA model (shown in Figure 2) demonstrates that the carbon cycle can be reasonably simulated within a global climate model.  These new capabilities are being used to examine the effect of nitrogen deposition on land biogeochemistry. 
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Figure 2  Net primary production (NPP) from CLM3-CASA’ with the Monthly Mean and Standard Deviation (a) and Monthly Totals (b).

Tropospheric chemistry capability has been added to the atmosphere model (CAM3.1) through inclusion of interactive sulfur cycles within both the ‘fast’ and ‘full’ ozone mechanisms, and significant improvements to the representation of nitrate, sea-salt, and secondary organic aerosols.  This tropospheric chemistry code has now been incorporated into the main CCSM archive, and is currently being connected to the land and ocean biogeochemistry components for a fully coupled chemistry climate simulation.  
Finally, assessment of climate change impacts requires downscaling global, coarse resolution results to the regional scales where impacts are felt. Simulations were performed with the atmospheric model (CAM3) using a subgrid orography scheme to treat land processes at finer scale within the global model. Results have been used to downscale the simulated climate to 5 km resolution for more than a century of climate change. The surface runoff from the A1B climate change scenario (shown in Figure 4) were captured from a downscaling run by Steve Ghan and Tim Shippert..
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Figure 4 June surface runoff (mm/day) difference between A1B scenario (year 2000) with subgrid orography and observed runoff data.
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