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Summary

The purpose of this multi-disciplinary project is to accelerate the development of the Community Climate System Model (CCSM), a computer model of the Earth’s climate that combines component models for the atmosphere, ocean, land and sea ice. The CCSM is used throughout the climate community to study and assess climate change; the June 2004 release of the CCSM3 was used for the Intergovernmental Panel on Climate Change (IPCC) Fourth Assessment, requiring over 10,800 years of simulated climate. There are two goals to this project.  The first goal is to improve software design and engineering of the CCSM and its component models and improve performance portability across the wide variety of computer architectures required for climate assessment simulations. The second goal is to accelerate the introduction of new numerical algorithms and new physical processes within CCSM models.  The recent introduction of atmospheric chemistry and ocean ecosystems along with new formulations and algorithms for ocean and ice dynamics are extending the ability of the model to simulate complex climate interactions and feedbacks.  Improving the representations of biogeochemical processes and the carbon cycle in particular, supports the DOE’s Climate Change Prediction Program. Active participation in the CCSM working groups, collaboration with key NASA and NSF research centers and cooperation with the Earth System Modeling Framework are coordinated with the CCSM Scientific Steering Committee.

As mentioned above, a goal of this SciDAC project is improved computational performance of the CCSM model.  At the start of the SciDAC program, the physical models in CCSM were able to take advantage of the many processors in a parallel supercomputer while the coupler was restricted to a single node.  The coupler in a climate model is the portion of the program that allows the separate models of the atmosphere, ocean, land and sea ice to interact with each other.  In CCSM, the coupler acts as hub through which all information flows going between the various physics models.  Over the past five years, we have successfully developed a new coupler for CCSM which can use multiple processors in the parallel supercomputers typically used for climate model integrations.  To create a parallel coupler, we created two new software libraries.  The Model Coupling Toolkit (MCT) handles the complex routing of data between the model and coupler computer processors and also performs the interpolation of data in the coupler.  The MPH library creates high-level communication objects for the coupler and each model in the CCSM.  Both of these libraries formed the basis for the new coupler program, cpl6 which SciDAC also helped develop.  We have recently modified cpl6 further to allow more flexibility in defining the different chemical species passed through the coupler for biogeochemical models.

The re-appearance of vector computers like the Earth Simulator and Cray X1 required a coordinated effort of software developers and vendors to produce a vectorized version of the CCSM3.  Considerable effort was devoted to gaining good vector utilization while maintaining or improving the performance on cache based computing platforms.  The land surface and ice models were largely rewritten for improved performance while still maintaining an extensible design.  A load balancing scheme for atmospheric column physics calculations was added as an option, which along with user control of the vector length, allows for up to 30% performance gains on the vector architectures.  A similar scheme was independently adopted in the ocean model and has recently been introduced into the ice model.

Improving model algorithms is another important component of this project.  SciDAC researchers aided in testing and improving a new finite volume method for atmospheric dynamics.  For the ocean model, partial bottom cells and new horizontal grids have been introduced and work continues on a new ocean model with hybrid vertical coordinates that should greatly improve the simulation of deep ocean properties.
An important focus of recent work has been the addition of atmospheric chemistry and ocean biogeochemistry to enable simulations of the full carbon and sulfur cycles and their feedbacks on the physical climate system.  A full tropospheric chemistry capability (including the radiative feedbacks) has been added to the atmosphere model (CAM3), with a representation of the following aerosols: sulfate, nitrate, black carbon, primary and secondary organic, and sea-salt.  This base tropospheric chemistry code has now been incorporated into the main CCSM archive, and is ready to be connected to the land and ocean biogeochemistry components.  In addition, we have developed a ‘fast’ chemical mechanism that is 3-4 times faster than the ‘full’ chemical mechanism for millennium scale simulations; this fast mechanism also has an interactive representation of the sulfur cycle.  In the ocean model, an ecosystem model of Doney, Moore and Lindsay has been implemented and extended to include trace gases like dimethyl sulfide that are important in the formation of sulfate aerosols.  The land model can include either the CASA’ (Fung) or the CN (Thornton) extensions to provide an interactive carbon cycle that links to the atmosphere through the new coupler.  These improvements are being used to examine the effect of nitrogen deposition (from atmospheric chemistry) on land biogeochemistry, and the sensitivity of the atmosphere to aerosol emissions (see figure).  A representation of aerosol indirect effects is also being added to the interactive chemistry version of CAM3.  This version of the model will then be used for CCSM experiments with interactive carbon and sulfur fluxes. 
Finally, assessment of climate change impacts requires downscaling global results to the regional scales where impacts are felt. Simulations by the atmosphere and land model at very high resolution (0.5x0.625 degrees) are being performed for the latest version of CAM (version 3) using both the Eulerian and Finite Volume dynamical cores. Another approach uses a subgrid orography scheme to treat land processes at finer scale within a global model and has been used to downscale the simulated climate to 5 km resolution for more than a century of climate change.

The SciDAC CCSM project webpage may be found at http://www.scidac.org and the full CCSM project pages may be found at http://www.ccsm.ucar.edu.
For further information on this subject contact:

John Drake (drakejb@ornl.gov) or Phil Jones (pwjones@lanl.gov).
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Figure 1  The CAM model shows a strong negative relationship between global aerosol emissions and the globally averaged latent heat flux. 
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The hydrological cycle slows down with increasing aerosol loading








